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The Pseudo-hyperresolution and Applications

Nguyén Thé Cudng
July 2, 2017

Abstract

Resolving objects in an abelian category by injective (projective) resolutions is a fundamental problem in
mathematics, and this article aims at introducing a particular solution called “Pseudo-hyperresolutions”. This
method originates in the category of unstable modules to study the minimal resolution of the reduced singular
cohomology of spheres. In particular, for all integers n > 0, we can describe a large range of the minimal
injective resolution of the sphere S™ based on the Bockstein operation of the Steenrod algebra. Moreover,
many classical constructions in algebraic topology, such as the algebraic EHP sequence or the Lambda algebra
can be recovered using the Pseudo-hyperresolution method. A particular connection between spheres and the
projective spaces is also established. Despite its origin, Pseudo-hyperresolutions generalize to all abelian
categories. In particular, many classical construction of injective resolutions of strict polynomial functors can
be reunified in view of Pseudo-hyperresolutions. As a consequence, we recover the global dimension of the
category of homogeneous strict polynomial functors of finite degree as well as the Mac Lane cohomology of
finite fields.

1 Introduction

As their name suggests, unstable modules are an important tool in studying unstable homotopy theory, and in
particular, the homotopy groups of topological spaces. Among all the interesting spaces in topology, the spheres
are the most fundamental and important. However, the homotopy groups of spheres are a hugely intractable
object even though their cohomology groups are elementary. One of the most powerful tool in studying the
homotopy groups of spheres is the unstable Adams spectral sequence - as it was introduced by Massey and
Peterson in [20], generalized by Bousfield and Curtis in [4], and generalized further by Bousfield and Kan in [5] -
which passes from homological information to homotopical information. In fact, it reduces the computations of
the homotopy groups of spheres to that of certain Ext-groups in the category U of unstable modules:

Ey*(S8™) = Ext, (H*(S™Z/p) , H* (S4,Z/p)) = m—s (S")Q .

Therefore, the understanding of the minimal injective resolution of H* (S*;Z/p) is of vital importance, and is one
of the primary goals of this article. Our approach to this problem relies on the simple structure of H* (S*; Z /p): it
is an N—graded I, —vector space, concentrated in degree ¢ and isomorphic to IF,, in that degree, thus is denoted by
Y'F,. Moreover, the tensor product with 3'F,, defines an exact functor ¥ : U — U, called the ¢—th suspension
functor (we simply write ¥ when ¢ = 1 and call it the suspension functor). This suggests that the construction
of the minimal injective resolution of X!, should be carried out by induction on ¢, and this is what we are going
to do. In fact, as the suspension functor ¥ is exact and ¥ (X!) = X! then by applying this functor to the
minimal injective resolution of XF, we obtain a resolution of X**'F,, which is no longer injective. However,
each member of this resolution is the suspension of an injective unstable module, which has a simple injective
resolution induced by the Mahowald exact sequences. It turns out that these injective resolutions suffice to
construct the minimal injective resolution for Et‘HIFp with the help of the Pseudo-hyperresolution method, which
is the solution to the following general question.

Question 1. Let € be an abelian category with enough injective objects and let M € C. Resolving M by a
resolution (A*, &%), _ . For each k > 0, given an injective resolution of A*, then is it possible to construct an
injective resolution of M from this collection of injective resolutions?

The pseudo-hyperresolution method, as it will be introduced in Section 4, plays an essential role in the
present paper. An easy way to describe the pseudo-hyperresolution method is to use the Poincaré power series
of (co)chain complexes. That is, given a (co)chain complex (Ak, 8k)k>0, we define its power series P (Ak, 8’“) as

o0
P (AR, 0F) = "tk [AF],

k=0

—_



where [Ak] denotes the corresponding class of A¥ in the Grothendieck group of €. The answer to Question 1
now goes as follows.

Lemma 4.11 (Pseudo-hyperresolution). Denote by (Ik”,ﬁk”) the given injective resolution of A* for all
integers k > 0. Then, there exists an injective resolution (J*,98%) of M such that

P (J*,0%) =Y t"P (I**,0*).
k=0

Note that, when the length of the (co)chain complex in play is finite, the resulting pseudo-hyperresolution is
well-known to algebraists: this resolution is identical to the one obtained using the successive cone technique.
However, for infinite-length complexes,; the mapping telescope technique [3] yields more complicated resolutions
than those induced by the pseudo-hyperresolution method.

Before explaining why the pseudo-hyperresolution method is useful in studying unstable modules, let recall
some basic facts about these objects. The mod 2 Steenrod algebra is the quotient of the free associative unital
graded Fy—algebra generated by the symbols S¢* of degree k > 1, subject to the Adem relations. An unstable
module M is an N—graded module over the Steenrod algebra such that for all elements © € M of degree n,
then S¢¥x = 0 for all integers k > n. The category U of unstable modules is abelian and has enough injectives.
The Brown-Gitler modules J(n),n > 0, representing object of the functor M +— Homp, (M™,F3) from U to the
category of Fo—vector spaces, form a system of injective cogenerators for U. Moreover, Brown-Gitler modules
are connected by the short Mahowald exact sequences, which amounts to saying that the suspension X.J(2k) is
again an injective unstable module as it is isomorphic to J(2k+1), whereas XJ(2k+ 1) is of injective dimension 1
and its minimal injective resolution is given by J(2k +2) — J(k+ 1), which is induced by the Steenrod operation
SqF+1l. Therefore, in view of pseudo-hyperresolution, if the minimal injective of an unstable module is explicit,
then so is that of its suspension. For instance, the reduced singular cohomology of spheres and that of the infinite
projective spaces are such objects. Let discuss about the former first. Recall that a morphism between two
Brown-Gitler modules J(n) and J(m) is determined by a Steenrod operation 6 of degree n — m, and we denote
this morphism by ef. As the square power of Sq! is trivial, then the sequence (J(n), oSql)n>1 is a complex,
which is quite close to being exact. -

Proposition 2.6. Let n > 1 be an integer. Then, the sequence

( .5& o) ( 05& 0)
Jn+2)@ 7 (n+2) 222 Yyt e 7 (n+1) 222 Y sy e 7 (n)

is exact, where
_f J2k)  ifn+1=A4k,
S (n) = { 0 otherwise.

It turns out that this particular long exact sequence agrees with the minimal injective resolution of X!Fy in
a large range:
Theorem 8.3. Let n,s,t > 0 be three integers such that s > [n/2], where [—]| denotes the integral part of a
number. Then, we have

Fy ifn=t—s,
Ext} (X"Fa, X'Fs) 2 Fy  ift—s—1=0(4) and t —s — 1 = 2n,

0 otherwise.

In other words, in this case, the s—th term of the minimal injective resolution of XL'Fy is isomorphic to

Jt—s)® 7 (t—s).

An alternative way to compute Exty (X"Fy, $tF3) relies on the fact that Homy (X"Fa, J (k)) is isomorphic to
Fy if K = n and is trivial otherwise. Therefore, Extj (X"Fq, X!F5) is isomorphic to F?d, where d is the number
of copies of direct summands of the form J(n) in the s—th term of the minimal injective resolution of X!Fs.
Because the pseudo-hyperresolution method passes information from the minimal injective resolution of X!F5 to
that of the minimal injective resolution of 3*+!F,, then by using Mahowald short exact sequences - which is the
algebraic analogue of the James fibrations - we recover the algebraic EHP sequence.
Theorem 9.4. There exists a long exact sequence

E;—Q,t(SQnJrl) L E;’t(Sn) i E;,t+1(5n+1) iE;—Lt(SanLl)

for all integers n > 0 and s > 2, where Ey*(S™) stands for Ext; (5" Fq, X1Fy).



In fact, the algebraic EHP sequence exists in a much more general form. Recall that the suspension functor
> admits a left adjoint, denoted by 2. Having observed that the left-derived functors of €2, denoted by €25 for
all integers s > 0, are trivial in homological degrees greater than 1, Bousfield showed that there existed an exact
sequence

Ext{ 2 (Q1 M, N) — Ext{ (QM, N) — Extj (M,%N) — Ext ' (M, N)

for all integers s > 2 and all unstable modules M, N. His proof might be well-known to experts, but is not
available in the literature. (As pointed out to the author by Hans-Werner Henn, only a compact explanation can
be found in [22].) Following Singer’s instruction [26], we also recover Bousfield’s proof. Thanks to the generous
permission of Bousfield, we give a detailed account of his approach in Section 10.

Another application of the pseudo-hyperresolution method that we discuss in this article is the construction
of the Lambda algebra. In stead of studying the minimal injective resolution, we construct for each integer ¢ > 0
a particular injective resolution of X!Fy. These resolutions fit together into a direct systems of which the limit is
endowed with the structure of a bigraded differential algebra, which is isomorphic to the Lambda algebra. This
construction can then be considered as a special injective resolution of X °Fs.
Proposition 6.14. There exists a bigraded differential algebra (A,d) such that

H™* (A, d) = Ext’y (Fy, 2°F,) .

We now turn to the case of the reduced singular cohomology of the infinite complex projective space. Recall
that it is isomorphic to the augmentation ideal of the polynomial algebra on one variable of degree 2, then we
can resolve it by the following resolution

H—XH .. » S o g o (1.1)

where H stands for H (BZ/2;F;) and H stands for H* (BZ/2;F;). As a consequence, we obtain the spectral
sequence

q n t+k : > .
it { BRI 2L g (i crm). 0
Moreover, because of the characterization of injective unstable modules (see, e.g., [18]), then the tensor product
of an injective resolution of X*F, with H (or H) yields an injective resolution of ©*H (or X*H). This particular
relation at the level of resolutions show that the spectral sequence (1.2) collapses at the Ey—term, giving rise to
the isomorphism:
Theorem 11.3. For all integers s > 0, we have

[

S
Ext}, (E"FQ, ST ((CPOO;IFQ)) =~ (D) Exty, ™ (S"Fa, &) . (1.3)

m=1

The intrigued readers might wonder what is the interest in studying such a relation. Here is the reason.
Because, on the one hand, there exists a spectral sequence

ES' .= Ext}, (E”FQ, S ((CPOO;IFQ)> — T (Map* ((CP°°, Sn)) ,

where (—)” denotes the profinite completion of a topological space, and on the other hand, the mapping space
Map, (CPOO,gn) is contractible (see, e.g., [29, 21]), then the isomorphism (1.3) is of interest as it might give

new information about the groups Exty (X"Fy, X!Fs).

Despite its origin, the pseudo-hyperresolution method generalizes to all abelian categories. Of particular
interest is the category of strict polynomial functors, which is closely related to the category of unstable modules
(see, e.g., [16, 23]). Typical examples of strict polynomial functors are given by the symmetric powers S™, the
exterior powers A", and the divided power I'* for all integers n > 0. The category Pp, is well-known for its
computability as the injective and the projective objects are well understood. Each injective strict polynomial
functor is isomorphic to a direct sum of functors of the form SM ® S*? ® ... ® S**, and each projective one is
isomorphic to a direct sum of functors of the form I''t @ I''? @ ... ® T'**, where (A1, A2, ..., Ax) € N¥*. Now,
the pseudo-hyperresolution method finds its place in the category of strict polynomial functors because of the
Koszul exact sequences, which connect the exterior power functors to the symmetric and the divided ones:

0— A" ——A"18 — A28 —— ... — s Algst 1 557" — 50

0——=I" —T"IAl — T2 A2 —— ... — =TI A" 5 A" — 0.



Therefore, an easy induction on d using the pseudo-hyperresolution method allows to construct for each integer
d > 1 a certain injective resolution of I'*. These resolutions allow to show that the injective dimension of a
projective strict polynomial functor of degree d is bounded by 2d — 2k, where k is the number of nontrivial
2—adic digits of d. This concludes the global dimension of the category Pr, 4.

k
Theorem 5.19. Let d > 1 be an integer and let Y 2™ be its 2—adic expression. Then, the global dimension of

=1
Py is 2d — 2k. Z

One of the most fundamental notion in the theory of strict polynomial functors is the Frobenius twist. Let
I =T, then we define the Frobenius twist of I, denoted by 1) as the strict polynomial functor that associates
an Fy—vector space V to the Fo—vector space V(1) which is obtained from V by base change along the Frobenius
map Fy — Fy, 2+ 2. Then, we define the Frobenius twist of a functor F, denoted by F1, as the precomposition
F o IM, Recursively, we define F(") as the Frobenius twist of F("~1. As the Frobenius twist is exact, then it
induces the morphism

Bxty,, (10,107) = Bxty, (1049, 1040) (1.4)

for all integers r > 0. The colimit of Ext*%2 (I ", T (T)) with respect to the direct system induced by the morphisms
1.4 is of interest as it is isomorphic to the Mac Lane cohomology HML* (F5) of the field Fs (see, e.g., [15]). It
follows that the computation of HML* (F2) can be deduced from that of Ext*gpF2 (I(T), I(’")) for all integers r > 0,

which, in turn, can be carried out by constructing injective resolutions of I"). Note that the Frobenius twist of
an injective object of Pp, is no longer injective, but admits the following injective resolution:

0— S 20 5 2l g8l - 22 8% ... o ST 5 52 0.
Therefore, with the help of pseudo-hyperresolution method, we can show that

Fy if 2|k, and k <27+1 —2
k r) 7(r)\ ~ 2 ’ > y
EXt?F? (I 2 ) o { 0  otherwise,

which allows recovery of the Mac Lane cohomology of Fa:
Theorem 5.10. We have

k ~ | Fo if 2|k,
HML (2, T) :{ 0  otherwise.

Note that, most of the methods we use throughout this article works for all prime characteristics. Some
particular methods are only treated in characteristic 2, but there is no difficulty extending to all prime char-
acteristics. However, special care is required in dealing with odd prime characteristics. Therefore, they will be
studied separately in a subsequent article. Moreover, when it comes to concrete examples and recalls, we always
restrict the attention to characteristic 2 for ease of exhibition.

The paper is organized as follows:

Section 2 recalls basic facts about the Steenrod algebra and unstable modules. We also give a brief account
of the Brown-Gitler modules and show how to fit them together into the long exact sequence that we call the
Bockstein sequence.

Section 3 introduces the notion of a graph representation of complexes, which facilitates the presentation of
our exposition.

Section 4 is at the heart of the present paper as it settles down the notion of a pseudo-hyperresolution. We
begin this section with a simple example that motivates our study, and generalize the idea to the most general
context.

Section 5 aims at providing applications of the pseudo-hyperresolution method in functor homology. It is
in this section that we recover the Mac Lane cohomology of finite fields as well as the global dimension of the
category of homogeneous strict polynomial functors of finite degree.

Section 6 covers the construction of the Lambda algebra. It will be carried out with the help of the graph
representation of complexes that we introduce in Section 3.

Sections 7 and 8 deal with the minimal injective resolution of the reduced singular cohomology of spheres.
This will be done by studying the Bockstein sequence introduced in Section 2.

Section 9 provides our approach to the algebraic EHP sequence and Section 10 recalls that of Bousfield.

Section 11 studies the minimal injective resolution of the infinite complex projective space and its relation to
that of spheres.



2 The Steenrod algebra and Brown-Gitler modules

The Steenrod algebra. The mod 2 Steenrod algebra As is the quotient of the free associative unital graded
Fo—algebra generated by the symbols S¢* of degree k > 0, subject to the Adem relations (see [27, 24]). An
N-—graded As—module M is called unstable if S¢¥z = 0 for all + € M™ and all £ > n. We denote by U the
category of unstable modules. Serre [25] introduced the notions of admissible and excess. A monomial

Sq1Sqt ... Sqt*

is called admissible if 4; > 2i;4; for all kK —1 > j > 1 and 4; > 1; the excess of this operation is defined by
_ _ _ k
e (Sq“Sql2 ...Sq”“) =21 — Zij
j=1

The set of admissible monomials and S¢° is an Fy—basis of As.

Projective unstable modules. Recall that the functor that associates an unstable module with the Fy—vector
space of its elements of degree n is representable and we denote by F'(n) the representing unstable module.
Hence, F(n) is freely generated by an element ¢, of degree n. Therefore, if M is an unstable module, then the

morphism
@ @ Fn)—= M, 1, —x
n xeMn

is surjective. It follows that the modules F(n),n > 0, form a system of projective generators of U.
Brown-Gitler modules. The category U also has enough injective objects. The Brown-Gitler module J(n)
is the unstable injective hull of the mod 2 reduced cohomology ¥"Fs of the sphere S™. It is a cocyclic un-
stable module, cogenerated by an element of degree m. The modules J(n),n > 0, are injective satisfying
Homy (M, J(n)) = (M™)*. Here, (—)* stands for the Fy—linear dual. Moreover, cach J(n) is U—indecomposable.
Each homogeneous element x € M™ determines a morphism 4, : M — J(n). Because the induced morphism

i : M =[] TI 7

n xeMn

is injective, the modules J(n),n > 0, form a system of injective co-generators of U.

A morphism F(n) — F(m) is determined by a Steenrod operation of degree n—m. Since J(n)™ = (F(m)")*,

then a morphism J(n) — J(m) is also determined by a Steenrod operation of degree n —m. Let € be a Steenrod
operation of degree n — m, we denote by 0 the morphism J(n) — J(m) induced by 6.
The Frobenius twist of unstable modules. Let | —| be the degree of a homogeneous element. Denote by Sqq
the operation which associates a homogeneous element z € M™ of an unstable module M with the element Sq!®lz.
Let @ be the endofunctor of U which associates an unstable module M with the module ®M concentrating in
even degrees and (<I>M)2" = M". If © € M™, then we denote by ®z the corresponding element in (<I>M)2"; the
action of the Steenrod algebra on ®M is defined by S¢F®x = ®Sq¢*/2x (with the convention that S¢*/? = 0 if k
is not divisible by 2). Let Ay be the morphism defined by:

Ay OM — M (21)
bz — Sqqz.

The morphism A is natural in M. There exists a right adjoint ® of ® [24]. Therefore, adjoint to Apr, there
exists a morphism Ay : M — ®M, natural in M. An unstable module M is reduced if Ay is injective (this is
slightly different for odd prime characteristic, see, e.g., [24]). It is called nilpotent if for all z € M™, there exists
an integer n, > 1 such that Sq(*z = 0. By definition, there is no nontrivial morphism from a nilpotent unstable
module to a reduced one.

The suspension functor and Mahowald’s short exact sequences. Let 3 be the endofunctor of U defined
by (XM)" = M"~! for all unstable modules M and all integers n > 0. If # € M", we denote by Yz the
corresponding element in XA . The action of the Steenrod algebra on XM is determined by S¢*¥x = L.S¢*z.
The suspension functor ¥ admits a right adjoint, denoted by 3. Let s : ©% — Id be the counit of the adjunction,
and we shorten s (J(n)) to s, for all integers n > 1.

Theorem 2.1 (Mahowald’s short exact sequences). The sequence

- s Xiny =
0— IXJ(n) 2 J(n) =22 &J(n) — 0 (2.2)

is exact.



Let n > 0 be an integer, we fix:

ny [ k ifn=2k, a Sq¢*  if n =2k,
d (7) _{ 0 otherwise, and  S¢* = { 0 otherwise.

Proposition 2.2 ([24]). For all integers n > 1, there are isomorphisms of unstable modules

YJ(n) =2 J(n—1),

Moreover S\J(n) = eSg7.
Recall that H* (BZ/2;F5) is isomorphic to the polynomial algebra Fs [u] on one variable of degree 1, and the
action of the Steenrod algebra is given by

Sq"ut = (k) u™t* (mod 2).
n

Since F'(1) can be identified as the submodule of H* (BZ/2;F5) generated by u, then it has an Fo—basis consisting
of u?",n > 0. As a result, we have
Homy (F(1),J (2™)) = F,

for all integers n > 0. Denote by z,, the unique generator in degree 1 of J (2"), and by .# the bigraded algebra
Folzn,n >0, ||z, = (1,2)].

The following theorem, due to Miller, describes the J(n).
Theorem 2.3 ([22]). The morphism

@J(n) — M, Ty Ty
n>0

is an Ay—isomorphism of bigraded algebras.

d
Corollary 2.4. Let > 27 be the 2—adic expression of n. Then, we have
i=1

J(n)" = Fy (25) ,

d
J(n)! = F, <Hw>
i=1
J(n)™ =0 if either m >n ord > m.

The Bockstein long exact sequence. Because the square of the Bockstein operation is trivial, the sequence
(J(n),eSq" : J(n+1) — J(n))nZl is a complex, which is close to being exact. In fact, we can modify this
complex to obtain an exact sequence.

Definition 2.5 (The Bockstein sequence). Let (%, i) be the following complex:

JAk—-1)® J(2k) ifn=4k—1, and n >0,
J(

B, = n) if n 20(4), and n > 0,
0 otherwise.
(OSq1 O) ifn=4k—1, and n > 0,
Bon = ('Soql) if n =4k, and n > 0,
0 if0>n
eSq! otherwise.

We call this complex the Bockstein sequence of Brown-Gitler modules.
Proposition 2.6. The Bockstein sequence is exact.

Proof. We observe that an element x € J(n) belongs to Ker (eSq* : J(n) — J(n — 1)) if and only if there exists
an admissible Steenrod operation

0 = Sq?k1Sqk2 .. Sqgtm



such that e(0) < |z|, 4k1 < n, and Oz = zf. Remark that e(d) = |z| if and only if n = 4k;. Therefore,
e(Sq'0) < |z| if 4 {1 n,
e(Sq'0) > |x| otherwise.

It means that if n is not divisible by 4, then
Ker (8,) =Im (8,,—1) .

It remains to show that

Ker (B8_ak+1) = Im (B_4x)

for all integers k > 1. This amounts to saying that all element of J(2k) C Pyr—1 is a co-boundary. But this
comes from the surjectivity of the map eSq?* : J(4k) — J(2k), which is a direct consequence of Theorem 2.1. []

3 Graph representation of complexes

In this section, we introduce the notion of graph representations of complexes. In other words, we show how
to associate a complex with an appropriate graph with respect to a certain decomposition.

3.1 Graph representations

In all abelian category, a morphism between two direct sums of objects can be represented by matrix: let
n m
7o
i=1 j=1

be such a morphism, then we represent f as an m—by—n matrix M; = {f;;}, where f;; denotes the induced
morphism M; — Nj;. It is sometimes convenient to respresent such a morphism as a bipartite graph with two
disjoint sets of vertices M, N indexed by M; and N; respectively, and the edges are determined by the matrix
M.

Example 3.1. The morphism

5q¢! 0
0Sq>1 eSq? | 1 J(T) @ J(6) — J(6) ® J(4) @ J(3)
0 oSq?
is represented as follows:
J(6)
e5q*
J(7)
0Sg2:1
J(6) o *Sq° . J(4)
0S5¢g3
J(3)

Definition 3.2. Let (C’k, 8’“) be a cochain complex. Suppose that each C* admits a decomposition

ch= @ ch (3.1)

a€Ay

and denote by My the corresponding matrix representing 0. Then, the graph associated with (C’k,ak) with
respect to the decomposition (3.1) is defined as follows:

1. The set of vertices is the disjoint union of Vj indexed by Ay:

Vi = {v§|a€Ak}.



2. The set of edges is the disjoint union of Ej containing edges from Vj to Vi1 determined by the matrix
Makl

Ey = { [vﬁ,vg"’l] ‘ 0# a};ﬂ Ck Cg"’l} .

We write [vg, vlgﬂ} = 9§, with the convention that [vg,v’gﬂ} = 0 means there is no edge between v* and

k+1
Uﬁ .

3.2 The graph representation of resolutions

We now consider some particular complexes of unstable modules and their graph representation.
Definition 3.3 (BG modules and BG complexes). A BG module is a direct sum of Brown-Gitler modules, and
a complex of BG modules is called a BG complex.

Definition 3.4. Let f: @ J (no) = € J (mg) be a morphism between BG modules, and let
acA BEB

My =A{fs.a:J (na) = J(mg)}

be its representing matrix. We define f to be the morphism with the same source and target as those of f, but
the representing matrix is obtained from that of f by identifying all fg o with 0 whenever f3 , is not the identity
map ¢Sq".

The following lemma is straightforward.
Lemma 3.5. Let (I°,0%) be a BG complex, then so is (I‘,a_‘).
Definition 3.6. Under the same hypothesis as that of Lemma 3.5, we denote by G (I‘, 5‘) the associated graph
with respect to the decomposition of I*® as direct sum of Brown-Gitler modules. We define R (I*,0°) to be
the bigraded Fo—vector space generated by the vertices of G (I', 5’), where v € V. (G (I', 5’)) is of bidegree
(r,s) if v is indexed by a direct summand of the form J(s). We call this the BG degree of v and denote it by
o] = (o], , [v]3), where [o], = 7 and [o], = .

We now show how to relate Ext-groups of unstable modules to the graph representation of resolutions. The
following lemma is the key to our construction of the Lambda algebra in Section 6.
Lemma 3.7. Let M be a finite unstable module. Then, M admits an injective resolution (I*,0%) of finite length
such that each I is a finite BG module for all k > 0. Moreover, we have

H™* (R (I°,0%)) = Ext{ (X°Fq, M) (3.2)
for all integers r,s > 0.

Proof. Denote by d (M) the least degree n such that M* = 0 for all k > n. The existence of such an injective
resolution (I*,0°) can be proved by induction on the degree d (M). We now show that the isomorphism (3.2)
holds. Indeed, for all integers r, s > 0, we have

Ext{ (3°Fs, M) = H Homy (2°F2, (I°,0%))
~ H"Homy (2°Fs, (I°,0°))
=H™ (R(I%,0%),

whence the conclusion. O

4 Pseudo-hyperresolutions

Constructing resolutions is one of the most basic problems in homological algebra. This section aims to study
a certain class of objects whose resolutions can be made explicit. We begin with some elementary examples which
are the origin of the present paper.

Recall that the groups Exty, (X™Fq, X"F3) are of interest because of the unstable Adams spectral sequence
computing the 2—component of the homotopy groups of spehres. Therefore, it is natural to search for the minimal
injective resolutions of X"Fy in the category U. The cases n = 0 and n = 1 are trivial since X"Fy & J(n) in
these cases. As a result, the Mahowald short exact sequence

eS¢t

0—%J(1) 2 J(2) =5 J(1) =0 (4.1)



is an injective resolution of ¥2F,. Applying X to (4.1) we obtain a resolution of ¥3Fy, which is no longer injective.
However, we have the following commutative diagram.

E(oSql)

%2J(1)

(4.2)

Consequently, the total complex of the commutative square (4.2) is an injective resolution of %3F.

The above examples lead to the following question.
Question 1. Let € be an abelian category with enough injective objects and let M € C. Resolving M by a
resolution (A’C , 3k)k>0. For each k > 0, given an injective resolution of A¥, then is it possible to construct an
injective resolution of M from this collection of injective resolutions?

The answer for this question is stated in Propositions 4.4 and 4.5.

4.1 Refining resolutions
For all integers n > 0, we construct a resolution (I*(n),d*(n)) of M such that:
1. the term I*(n) is injective for all k < n, and
2. we have I*(n) = I*(n + 1) for all k < n.

Therefore, by letting n tend to infinity, we obtain an injective resolution of M. Before formulating the principle,
we need the following key lemma.
Lemma 4.1. In an abelian category, if the sequence

g1 g2
BB oM Log2d), BsoM % B,
is exact at Eo ® M and E3 ® M, then the sequence

B, f—1>E2 91+92093 Es f—3>E4

is exact at Ey and Es.

Proof. Note that the diagram

0 M i M 0
0 g
E— omeon =Y peoum—* g
lid l(id,o) i(id,gg) lid
f1 g1+9g2093 f3
El E2 E3 E4

is commutative, and each of its columns is exact. As the first two upper rows are exact at the second and the
third terms, then so is the last row. O

The argument now goes as follows.
Lemma 4.2. In an abelian category with enough injective objects, let M be an object and let (Mk,Tk', k> O) be
a resolution of M. Suppose that we can resolve each M* by a resolution

k
* 2 gk — 0
of length 1 such that I* is injective. Then, for all integers k > 0, there exist morphisms
ok . 1" — [+

DL LI L AL L L

)
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such that the morphisms OF := (f)'; ﬁ:ll) for all integers k > 1, and 0° := (zg> make the sequence

at+1

FRANY s AN <> WAy (4.3)
a resolution of M.

Proof. For all integers k > 0, denote by i* the inclusion M* — I*. Because I* is injective for all integers k > 0,
the 7% gives rise to a morphism @* : I* — I*+1 such that

0k o ik = Ftirk,
As 01 0 9% o iF is trivial for all integers k > 0, there exists a morphism 6% : J¥ — I*+2 such that
51@ Opk _ ek-‘rl oak.

Denote b
Y Wk gk gkt

the morphism induced by #* for all integers k& > 0. Then, (pk, k> O) is a morphism of complexes:
(I*,6% k > 0) — (J*,w" k >0).

Denote by K! the direct sum I' @ I'*! for all integers [ > 1, and by K° the module I°. Then, the morphisms

l ! 1
B = (01'*'91091 9}11) ; l > 1,

make (K' g': K' — K" 1 >0) a complex. Denote by H' the direct sum I'*! @ J' for all integers [ > 1, and
denote by H® the module J°. Then, the morphisms

0
70: (£0)7

k k
’7]@:<0kj: 6k)7 kzl,

P w
make (Hk,'yk, k> O) a complex. For all integers k > 1, we fix:
-k
(%)

=i 7 7
0 id
WO =0 K= <pk i ) .

9

Then, the sequence
k k
0— M1 KM 2 B -0

is exact for all integers k& > 0. Since (nl,l > O) and (Xl,l > 0) are morphisms of complexes we obtain the double
complex

0 1 n—2 n—1
KOSkt P P g f (4.4)
N
HO 70 Hl 'Yl . 77172 anl 77171

where all the columns are acyclic. As the sequence (M k ook MF — MM > 0) is also acyclic, using standard
spectral sequence arguments for double complexes, it is straightforward that the total complex of the double
complex (4.4) is acyclic and its only nontrivial cohomology is M. By applying Lemma 4.1 to this acyclic
sequence, we obtain the exact sequence (4.3). O

By the same method, we can prove the following generalized version of Lemma 4.2, which does not require
complexes to be bounded below.
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Corollary 4.3. In an abelian category with enough injectives, let (Mk,TkJ{Z € Z) be a complex. Suppose that
we can resolve each M* by a resolution

k
2 gk 50
of length 1 such that I* is injective. Then, for all integers k > 0, there exist morphisms

OF I8 — IFHY R R 5 IR W g R

such that the morphisms OF := (g'; 22:11) for all integers k > 1, and 9° := (zg) make the sequence

0 1 t t4+1
rer@rs. Lrga i (4.5)
a complex. Moreover, the compositions
o o 8, gt
form a quasi-isomorphism of complexes

4.2 The constructions

The following proposition is a strengthening of Lemma 4.2.
Proposition 4.4. Given an integer k > 1. In an abelian category with enough injective objects, let M be an
object and let (Ml, > O) be a resolution of M. Suppose that we can resolve each M' by a resolution

glik—1

Hl:0 abl
Il,O Il,l Il,k -0

of length k such that I is injective for all 0 <t < k. Then, there exist morphisms
a{,t . Il,t N Il+i+1,t7i
P

such that the morphisms

50! 0 .0
8811 oui-1 ... 0
9 = : : :
0,1 1,0-1 1,0
al& ! 81172 : 0l 0
o 9L - Oy
make the sequence
80 ot Py i+l
O—>M—>IO’°—>IO’1@IL°—>---—> @ mn 2 ... (4.6)
m+n=I[+1
0<n<k

ezxact.

Proof. We proceed by induction on k. The case k = 1 is proved in Lemma 4.2. Suppose that the lemma is true
for k < q. We show that it is also true for k = q. Denote by J“9~! the quotient I*9~2/Im (8”’1_3) . By induction
hypothesis, there exists an exact sequence:

N R Ay e A I O e R RE

m+n=I[+1
0<n<q—-1

Because the sequence

0 —s @ e @JlqurQ,qfl N @ T @Il7q+2,q71 N Ilfq+2,q =0

m+n=I[+1 m+n=I+1
0<n<qg—1 0<n<g—1
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is exact, then, according to Lemma 4.2, the complex

80 a1 5t Hit1
0— M —I1%° —>IO’1@IL° =... 5 @ mn 2 ...

m+n=I+1
0<n<k

is exact. We can then conclude the proposition. O

Note that, in the exact sequence (4.6), the first k — 1 terms are injective. Let k tend to infinity, we obtain an
injective resolution of M.
Definition-Proposition 4.5 (Pseudo-hyperresolution). In an abelian category with enough injective objects,
let M be an object and let (Mk,Tk, k> O) be a resolution of M. Suppose that we can resolve each MF* by an
injective resolution (I**,9%* t > 0). Then, there exist morphisms

87{” . Ik,t N Ik+i+l,t—i

such that the morphisms

ook 0 o0

agalf gLk-1 ... 0

O = : : .o
0,k 1,k—1 k,0
ako_kl a’f_kl 2 o ak 0

8k’ 6k’ . 807

make the complex
80 61 6k ak+1
IO’O IO,l @ Il,O . @ e
m+n=k+1

an injective resolution of M. This resolution, denoted by & (M, I°*), is called the pseudo-hyperresolution of M
with respect to the resolutions (I**, 8% ¢t > 0).

Because of Corollary 4.3, we also have a generalized version of Proposition 4.5.
Corollary 4.6. In an abelian category with enough injectives, let (Mk,Tk,k‘ € Z) be a complex. Moreover, for
all integers k, given an injective resolution (Ik’t, ak»t)m of M¥*. Then, there exist morphisms

@k,t . Ik,t N Ik+i+1,t7i

such that the morphisms

o0k 0 oo 0
k _

68, gLk—1 ... 0

O = : : S
0,k 1,k—1 k,0
akofkl a’ff s ak 0

(" KL o Oy

make the following sequence
8k71 ak 8k+1
C— mn — @ mn —s ...
m-+n=k m+n=k+1

a complex, and the compositions

MF e M0 T
m+n==k

s a quasi-isomorphism of complezes.

Remark 4.7. The technical point we used in the proof of Lemma 4.2 is similar to the mapping telescope
technique in triangulated categories introduced by Bockstedt and Neeman [3]. But, thanks to Lemma 4.1, our
method is different from that of Bockstedt and Neeman. In fact, when the length of the complex in play is
infinite, the resulting resolution we obtained is more compact and, hence, more computable. To illustrate the
value of the pseudo-hyperresolution method, we will give an application for infinite-length complexes in Section
11.

Dually, we can construct the so-called pseudo-hyper projective resolutions.
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Corollary 4.8. In an abelian category with enough projective objects, let M be an object and let (Ny, 1, k > 0)
be a resolution of N. Suppose that we can resolve each Ny by a projective resolution (P, Ok ,t > 0). There
exist morphisms

Okt Pt = Pr—i—1t+i

such that the morphisms

0 k—2 k—1
aO,k 81,1%1 T aﬁ-m aiz,o
:—3 :—2
0 81,k—1 U ak—l,l ak,o
Ok = )
0 0 - 0 Y
k—1,1 k,0

make the following sequence

Ok 0, o 17}
ﬁ @ Pm,nﬁ"'—rz)POJ@PLo—%PO’O
m4n=k+1

a projective resolution of N. This resolution, denoted by & (N, P ), is called the pseudo-hyperresolution of N
with respect to the resolutions (Py i, Okt t > 0).

Note that each term of the pseudo-hyperresolution of an object in an abelian category is well-understood.
Howerver, in general, it is difficult to determine the differentials of this resolution. Therefore, it is convenient to
use the notion of a Poincaré series of a complex to reformulate pseudo-hyperresolutions.

Definition 4.9 (Poincaré series of complexes). In an abelian category, let (Co,ds) be a complex. Then, we
denote by H (¢, C,) the series

H(t,Co) = > [Ci]t, (4.7)

where [C;] denotes the corresponding class of C; in the Grothendieck group of the category.
The following lemmas are straightforward.
Lemma 4.10. In an abelian category, let (Co,Ds) and (D, de) be two complexes. Then, we have

H(t,Coe @ Do) =H(t,Cq) + H(t, D).
Moreover, if the category is monoidal, then we have

H(t,Coe @ Do) =H (t,Cs) - H(t, D).
Lemma 4.11. Under the same hypothesis as that of Corollary 4.8, we have

H(ta'@(N7Po,o)) == Z P7-7str+s.

r,§>0

5 Functor homology

The main purpose of this section is to provide two simple applications of the pseudo-hyperresolution method
in functor homology:

1. Constructing explicit resolutions of certain strict polynomial functors and use them to compute the Mac
Lane cohomology of Fy (see Theorem 5.10).

2. Computing the global dimension of the category of homogeneous strict polynomial functors of finite degree
(see Theorem 5.19).

5.1 Mac Lane cohomology of finite fields

Following the works [10, 11, 12] of Eilenberg and Mac Lane on the homology of the spaces that bear their
names, Mac Lane introduces in [19] the notion of the cohomology of a ring with coefficients in a bimodule.
Jibladze and Pirashvili extend this notion for more general coefficients (see [17]). In what follow, we recall the
definition of Mac Lane cohomology and show how to use the pseudo-hyperresolution method to compute the Mac
Lane cohomology of the finite field Fs.
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5.1.1 Ordinary functors and strict polynomial functors

Let R be a ring and denote by % (R) the category of functors from the category of projective R—modules
of finite rank to the category of R—modules. Denote by I the inclusion functor that associates a projective
R—modules of finite rank V' with itself. Then, following [17], we define the Mac Lane cohomology of R with
coefficients in a functor F' € .#(R) as follows:

HML" (R, F) := Extz g (I, F).

Taking F' = I, we recover the original Mac Lane cohomology of the ring R with coefficients in R, with the obvious
structure of R — R—bimodule (see [19]).

In fact, Ext-groups in .% (R) can capture more than just the Mac Lane cohomology. When R is a finite field
k of characteristic p, we write F for & (k). If F' € Z, then structure morphism

F]k",]k” : Homk (kn, ]kn) — Homk (F (]kn) s F (kn))
turns F (k™) into a k [GL,, (k)] —module. Therefore, the evaluation on k™ yields a natural morphism
Exty, (F,G) — Extyqr, a) (F (k"),G (k"))

The canonical inclusion

GL, (k) = GLost (K), M (1‘04 ?) ,

along with the splitting projection k™*! — k™ onto the first n coordinates, induces a natural map
Extyiar, ) (F (K", G (k")) = Extiqr, a (F (K"), G (k™))

As n tends to infinity, this map stabilizes, and we denote by Extu’g[GLw(k)] (F,G) the stable value. Under some
mild conditions on F' and G (namely, F,G are polynomial in the sense of Eilenberg and Mac Lane [11]), the
induced map

EXt}k (}’—‘7 G) — EXtﬂz[GLoo (®)] (F, G)

is an isomorphism (see, e.g., [2, 13]). Recall that if M, N are k [GL,, (k)] —modules, then Homy (M, N) is endowed
with an action of GL,, (k), and, moreover, there is an isomorphism

EXtﬂz[GLm ()] (F, G) ~ H* (GLTL (k) 5 Hom]k (M, N)) .

So, Ext-groups in % can capture the stable cohomology of GL,, (k). Now, if we consider the affine algebraic
group scheme GL,, i instead, .e., the functor that associates a k—algebra A with GL,, (A4), then it is natural to ask
whether there exists a suitable category that is related to GL,, x—modules the way .#x does to GL,, (k) —modules.
In [15], Friedlander and Suslin introduce the category Py of strict polynomial functors, resolving in the affirmative
this question. A strict polynomial functor F' is a functor from the category of k—vector spaces of finite dimension
to the category of k—vector spaces such that the structure morphism

FV,W : Homy (Vv, W) — Homy (F (V) ,F (W)) (51)

is a polynomial map. Here, a polynomial map between two k—vector spaces X and Y is a morphism between
two schemes Spec (S* (Xﬁ)) and Spec (S* (Yﬁ)), where S* (Xﬁ) is the symmetric algebra on the k—linear dual
X*. Let Sch/k denote the category of schemes over k. Because

Homg.p i (Spec (S* (Xﬁ)) , Spec (S* (Yﬁ))) >~ G* (Xﬂ) ®Y,

then we define a polynomial map p : X — Y to be homogeneous of degree d if it belongs to S¢ (Xﬁ) ®Y. And
then, a strict polynomial functor is homogeneous of degree d if its structure morphisms (5.1) are homogeneous
polynomial maps of the same degree. Denote by Py 4 the full subcategory of homogeneous strict polynomial
functors of degree d. Then, Py = @~ Pr,d-

As the evaluation on k of a morphism of schemes over k yields a set theoretic map, a strict polynomial functor
F', with structural morphisms (F'(V'), Fy. ) gives rise to an ordinary functor F' € %, with structural morphisms
(F(V), Fyw(k)). We obtain in this way an exact forgetful functor O : Py — F.
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Let G € Sch/k, then a representation of G (or a G—module) is a k—vector space, endowed with a nat-
ural transformation G — GLj;, where GLj; is the functor that associates a k—algebra A with the group
GLA (A ®k M) of invertible A—linear endomorphisms of A ®; M. Evaluation on k yields an exact forgetful
functor O : GL,, x — mod — GL,, (k) — mod, and we have a commutative diagram

T (5.2)

GL,, x — mod — GL,, (k) — mod

If F,G € Py are homogeneous of degree less than n, then it follows from [15] that the evaluation on k™ induces
a natural isomorphism

Extyp, (F,G) — EXtELn,k (F(k™),G (k™).

As the forgetful functors shown in the diagram (5.2) are exact, we obtain the commutative square

Exty (F,G) Exty, (F,G) (5.3)

| |

Extgr, o (F (K"), G (k")) — Extgy,, , (F (K"), G (k"))

According to the work of Cline, Parshall, Scott, and van der Kallen [7], Ext-groups of GL,, (k) —modules can be
computed via that of GL,, x—modules, with the help of the Frobenius twist. The square (5.3) allows to establish
similar relations between Ext-groups in % and that of strict polynomial functors. Let recall briefly about this
fact.

Given an integer 7 > 1, we denote by I") the strict polynomial functor defined as the intersection of the
kernel of Py —morphisms S?" — S*® 8P ~F for all 0 < k < p”, induced by the comultiplication of the graded Hopf
algebra S* (to be recalled in Subsection 5.1.2). The nontrivial strict polynomial functor I () is homogeneous of
degree p”. Therefore, I(") and I®) are not isomorphic if r # s. However, if k is perfect, then the forgetful functor
sends I(") to the inclusion functor I for all » > 1. The Frobenius twist of a strict polynomial functor F', denoted
by F(), is defined as F o I"). The relation between Ext-groups in .% and in Py now goes as follows.
Theorem 5.1 ([13]). Let k be a perfect field, and let F,G € Py be two homogeneous strict polynomial functors
of degree d, which is less than the cardinal of k. If v is big enough with respect to i, then the natural morphism

Exty, (F,G0) = Bxtls, (F.G)

s an isomorphism.
In particular, we have the following corollary.
Corollary 5.2. If r is big enough with respect to i, then the natural morphism

Ext},, (IW,I(T)) — Ext’y, (1)

s an isomorphism.

Therefore, we can compute the Mac Lane cohomology HML* (Fs, I) via Ext?PFQ (I ", T (T)). In [15], Friedlander
and Suslin compute these groups by constructing injective resolutions for I("), using the method pioneered by
Franjou, Lannes, and Schwartz [14]. We now show that the pseudo-hyperresolution method also allows to
construct explicit resolutions of I(") and leads to the same result.

5.1.2 Injective resolutions of twisted strict polynomial functors

We begin with some basic homological algebra of strict polynomial functors. Throughout this subsection, we
restrict our attention to the case k = Fy, and we shorten Pr, ,, to Pp,.
Definition 5.3. An exponential strict polynomial functor is a graded functor F* = (FO, F', F? ... F" .. ),
where F™ € P, together with natural isomorphisms

FO(V)=F,, F'(VeoWw)= épi (V) @ FP=i(W)
i=0

for all integers n > 0 and all Fs—vector spaces V, W.
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Typical examples of exponential functors are given by the symmetric algebra S*, the exterior algebra A*, and
the divided power algebra I'*. For all exponential strict polynomial functor F* and all Fo—vector space V', the
addition map + : V@V — V and the diagonal map A : V — V & V give rise to the natural maps

Fn+m(

FMV) @ F™(V) s Frrmy g v) 20y prtmy),

n4+m
Fner (V) F (A)

Frm(V V) — F (V) F™(V),
and then define natural product and coproduct operations
mult : F" @ F™ — F™"t™  comult : F"™™ — F" @ F™.
Remark that S = A =T? = I. Let F*,G* € {S*, A*T'*}, then we define /i%’f’G* as the composition map

Fd g qe Lomult®ld, pd-1 o pl o Ge — pd-1 o Gl @ e 148, pd-1 o e+l

Following [14], we have two exact sequences:
Theorem 5.4. The complexes (F" ® A", Ii;;d/::l 0<n< d) and (A" ® §d—n K;X;dgf 0<n< d) are exact.

Let A = (M, Aa,..., A\p) € N and let F* = (FO,Fl,FQ, o BT .), where F™ € P,,, be an exponential
strict polynomial functor. We denote by F* the tensor product

FMoF»g...@ F .

Recall that the symmetric power functors S¢,d > 0, are injective in Pp,, and the tensor product of injective
strict polynomial functors remains injective. Moreover, the set {S >‘| AeN" ' m> 1} forms a system of injective
cogenerators of Pr,. According to [14], the Frobenius twist of S¢ admits the following explicit injective resolution.

Theorem 5.5 ([14, Section 2]). For all integers d > 1, the complex (S” ®Sd*",ﬂg;d’gf 0<d< n) is an

injective resolution of SV . Throughout this article, we denote this complex by Z(d,1).
Because the tensor product of injective strict polynomial functors is again injective, then S*") admits

S = S0, 1) 0 SN 1)@ @ . (A, 1)

as an injective resolution. Since the Frobenius twist is exact, the pseudo-hyperresolution method is a suitable
way to construct injective resolutions of SM") for all integers r > 1.

Let . denote the class of all resolutions that are direct sum of resolutions of the form .#(A,1). Hence,
for all injective strict polynomial functors J, J() has a unique injective resolution belonging to .#. Given an
injective resolution J*® of a strict polynomial functor F', in this paragraph, we denote by & (F (1),J'(1)) the
pseudo-hyperresolution of F(1) with respect to the collection of resolutions of J*) coming from .7.

We define:

— F(d,1) ifr=1,

The following lemma is straightforward.
Lemma 5.6. The complex .7 (d,r) is an injective resolution of S™™) for all integers v > 1. Moreover, the length
of Z(d,r) is (27T — 2) d.

We say that A = (A1, Ag, ..., Ap) € N™ is divisible by n if Ay is divisible by n for all 1 < k < m. Remark
that, if A is divisible by 2", then the s—th term of the resolution .#(\,1) contains a factor of the form S such
that 2"t1|a if and only if 2"T!|s. Otherwise, no factor of this form can appear in .%(\,1). A simple induction
on n using the pseudo-hyperresolution method shows that a similar property for .#(d,n) also holds.

Lemma 5.7. If d is divisible by 2", then the s—th term of the resolution .#(d,n) contains a direct summand of
the form S* such that 2"t7 |\ if and only if 2" |s. Otherwise, no direct summand of this form can appear in
L (d,n).

In particular, when d = 1, we obtain the following result.

Corollary 5.8. The resolution ./ (1,n) is of length 2"t —2. Denote by . (1,n)* the s—th term of this resolution.
Then, . (1,n)?* contains a unique direct summand of the form S%" for all 0 < k < 2" — 1, and ./ (1,n)%*+!
contains no direct summand of this form.
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Recall that, for all A = (A1, Ag,..., Ay) € N™, we have

(") oA Homs (F S(%QJAT”)) if 27|\
HOIIIQJJF2 (F .S ) = Fo ’ ’
0 otherwise.

Therefore, if F' is a homogeneous strict polynomial functor of degree d, then there is no nontrivial differentials
in the complex Homgp,, (F™M,.7(d,r)).
Corollary 5.9. For all homogeneous strict polynomial functor F of degree d, we have

Homsyp, (F(n,f(d, 7’)) =~ Ext},_ ( 7o), Sd(r)) _
In particular, we have

k " 7)) ~ J Foo if2lk, and k <271 —2,
EXt?Fz (I ! )_{ 0  otherwise.

Following Corollary 5.2, we obtain the main result of this subsection.
Theorem 5.10 ([6, 14, 15]). We have:

i ~ | Fo if2lk,
HML (]anf)—{ 0  otherwise.

5.2 Global dimension of homogeneous strict polynomial functors

It is known that each homogeneous strict polynomial functor of finite degree is of finite projective (injective)
dimension (see [1, 9, 28]). In this subsection, we will use the pseudo-hyperresolution method to show that the
global dimension of the cateogry Py is 2d — 2a:(d) for all d > 0. (Here « (d) is the sum of the coefficients of the
2—adic expansion of d.)

5.2.1 Resolutions of classical strict polynomial functors

In this paragraph, we will construct various injective (projective) resolutions of the classical exponential strict
polynomial functors A*, T'*, and S*. First, we fix the following notations. Let F* = (FO, F' F? ... F" ..,
where F™ € P, be an exponential strict polynomial functor. We denote:

niZLZni:d}, (54)
i=1

F(d,s) = @ Flmmame), (5.5)
A(d,s)

A(d, s) = {(nl,ng,...,ns)

Recall that the divided power functors I', d > 0, are projective in Pr,, and the tensor product of projective strict
polynomial functors remains projective. Moreover, the set {F)" AeN" ' m > 1} forms a system of projective
generators of Pr,. We will use Theorem 5.4 to construct explicit injective and projective resolutions of A?. In

fact, for d = 1 and d = 2, the complex (F" ®Ad—”,,g?;d’x*"

0<n< d) is a projective resolution of A?. In

general, we construct a canonical projective resolution of A% as follows. We denote by A4 the set of canonical
projective resolution Cproj (A™) of A™ for all n < d, which is defined recursively as follows:

Ay = { (F” ® A", n?’fﬁf

Ay = Ad—lLl{‘gZ (Adv {Fdis ®Cproy' (AS){O <s<d- 1})}

0<n§d>'l§d§2},

A simple induction on d yields the following result.
Lemma 5.11. For all integers d > 1, we have

T
L

H (t,Cproj (AY)) = T'(d,d — s)t*.

S

I
=)

(See (5.5) for the definition of T'(d,d — s).)



18

Similarly, we construct a canonical injective resolution for A? as follows. We denote by Inj, the set of canonical
injective resolution Cjy,; (A™) of A™ for all n < d, which is defined recursively by:

Inj, := { <A" ® 8%, Iix’*d’g:l

Injy == Injg_; | [{2 (A%, {Cin; (A*) ® S**|0< s <d—1})}.

0§n§d)‘1§d§2},

A simple induction on d yields the following result.
Lemma 5.12. For alld > 1, we have

d—1

H (t, Cinj (AY)) =) S(d,d — s)t".

s=0

(See (5.4) for the definition of S(d,d — s).)

Now, using the complex (1"” ® Ad—", m?;ﬁf

0<n< d), the set Inj,, and the pseudo-hyperresolution method,

we can define a set I'y of canonical injective resolution Cj,,; (I'™) of I'" for all n < d as follows:
Iy = { (F” ® AT kT

Fuim Tt {2 (] Coo (1) s (A7) 0 < 5 < d = 1]}

O<n§d>‘d:1},

Induction on d gives rise to the following lemma.
Lemma 5.13. For all integers d > 1, we have

d—1
H (t, Cin, (Fd)) = Z S(d,d — s)t** (1 + 1)1
s=0

.. . d— ,d—
Similarly, using the complex (A” ® S ”,/@X*ﬁ?

0<n< d), the set 'y, and the pseudo-hyperresolution

method, we can define a set Sy of canonical projective resolution Cpyoj (S™) of S™ for all n < d as follows:
Sp = { (A" ® Sdfn, mx;d’gf
Sa = Sa-1| [{Z (5% { Cproj (A"*) @ Cproj (S°)[0 < s <d—1})}.

O<n§d>’d:1},

Induction on d gives rise to the following lemma.
Lemma 5.14. For all d > 1, we have:

d—1
H (f, Cprog (5%)) = S T(d,d — s)t>*(1 4 1)~

s=0

Remark 5.15. Lemma 5.13 and 5.14 signify that

dimg,; (T9) <2d —2,  dimy,; (S4) < 2d —2.

5.3 Global dimension of strict polynomial functors

The following lemma is a direct consequence of Corollary 5.14.
Lemma 5.16. For all integers n > 1, we have

ontl_g

Ext2 (52”,r2") ~F,.
Hence, S%" is of projective dimension 2"*t' — 2, and T2" is of injective dimension 2"*t' — 2.
Proof. Denote 2™ by d. In view of Corollary 5.14, Ext?;d_2 (Sd, Fd) is isomorphic to the cokernel of the map
d
f:Homy, (I'(d,2),T%) — Homy, (I',T7).

If this cokernel was trivial, then T'Y would be a direct summand of T (d,2), whence a contradiction. Therefore,
Coker (f) is nontrivial. But, on the other hand, Homgp, (I',I'Y) = F, then the lemma follows from Remark
5.15. L
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k

Corollary 5.17. Let d > 1 be an integer and let »_ 2™ be its 2—adic expansion. Let I € Py be an injective
i=1

strict polynomial functors, and let P € Py be a projective one. Then, we have

dimg, P < 2d — 2k, dimyyo;1 < 2d — 2k.
In particular, let X = (2™ ,2™2, ..., 2™), then we have:
dim;,;T* = 2d — 2k,  dimy,.,;S* = 2d — 2k.

Proof. The corollary follows from Lemma 5.16 and from the fact that the morphism I'* — I'Y induced by the
multiplication of I'* is a splitting projection. O
Corollary 5.17 can be extended to all strict polynomial functors.
3
Lemma 5.18. Let d > 1 be an integer and let Y, 2™ be its 2—adic expression. Let F € Py be an arbitrary strict

=1
polynomial, then

dim;,; F' < 2d — 2k,  dimp,o; F < 2d — 2k.
Proof. Tt is sufficient to show that

BExt}, (G, F) =0, for all s >2d —2 and all G € Py,
Exts (F,G) =0, for all s > 2d —2 and all G € Py.

But these computations can be carried out by induction on injective and projective dimensions of F', using
Corollary 5.17. O

k
Theorem 5.19 ([28]). Let d > 1 be an integer and let Yy 2™ be its 2—adic expression. Then, the global

i=1
dimension of Py is 2d — 2k.

6 The Lambda algebra

This section aims at giving a new construction of the Lambda algebra, using the pseudo-hyperresolution
method.

6.1 Iterated suspensions of Brown-Gitler modules

For all integers n > 0, the Mahowald short exact sequence

S¢" n+1
0— XJ(n) =% Jn+1) 22 J< 5 >%O

yields an injective resolution for 3J(n). Since the functor ¥ is exact, applying it to an injective resolution of
Y™ J(n) induces a resolution of X™*1J(n). Therefore, the pseudo-hyperresolution method allows to construct
an injective resolution of ¥™*1.J(n) from that of X™.J(n).

Definition 6.1. Let B = @, J(nq) be a BG module, we define:

Aug (B) := P J(1 + na).
A

A reformulation of Lemma 4.2 gives rise to the following proposition.
Proposition 6.2 (Pseudo-hyperresolution for the suspension of BG complexes). Let (Bk, 7k . BF — BFt1 g > 0)
be a BG complex. Denote by p* the canonical projection Aug (Bk) - (Aug (Bk)) induced by the natural trans-
formation Id — ®. Then, for all integers k > 0, there exist morphisms

0% : Aug (B*) — Aug (B*),
ok @ (Aug (Bk)) — Aug (BIHQ) )
BLEE (Aug (Bk)) — & (Aug (B]Hl))
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such that the morphisms OF := (f)'; ﬁi) forallk >1,, and 8° := (gg) make the sequence

ak+1

0— Aug (B%) L Aug (B") @ @ (Aug (B%)) L - L Aug (BF) P & (Aug (BY) L= (6.1)

a complex that we denote by 4 (Bk, Tk), Moreover, if (Bk, Tk) is an injective resolution of some unstable module
M, then & (Bk,’i'k) is the injective resolution of X M.

Corollary 6.3. Denote by J* the acyclic complex where J° = J(n) and JF is trivial for all integers k > 1.
Then, 4™ (J2) is an injective resolution of ¥™J(n). Hereafter, we denote this resolution by ¢ (m,n).
Definition 6.4. For all integers m,n > 0, each term of 4 (m,n) is a direct sum of Brown-Gitler modules. Denote
by G(m,n) the graph associated with ¢ (m, n) with respect to this decomposition, and V;. (G(m,n)), E, (G(m,n))
are shortened to V,.(m,n), E,.(m,n) respectively. (See Section 3 for the definition of graph representations.)
Definition-Proposition 6.5. For all integers m,n > 0, we have:

1. There exists a canonical inclusion of graphs i, , : G(m,n) — G(m + 1,n) corresponding to the inclusion
of complexes ¥¥4 (m,n) — ¢ (m+ 1,n).

2. The set Vp(m,n) contains a unique vertex, denoted by py, ., corresponding to J(m + n).

3. For all integers » > 0 and all v € V,.(m,n),w € V,41(m,n), then either [v,w] = 8S¢* for some integer
k >0, or [v,w] = 0. Hereafter, for the sake of simplicity, we write [v, w] = S¢* instead of [v,w] = eSg*.

4. For all vertices v € V,.(m,n), there exists a unique collection of vertices

v; € Vi(m,n),0 <i<r,
Vo = Pm+n,Ur =V,

[vi, vig1] = Sq¥,

vi | [vi, w] # Sq¥ Y11 # w,
2](30 >n,

2ki+1 > k‘i,’l“—Q >4 > O,
m+n— S0 ki > k1,

forming a path from p,,+, to v, and such a path is called an admissible path. In this case, we say that v is
of bidegree (7“, ZZT:_Ol k‘i). We call this the Lambda bidegree of v and denote it by [[v|| = (||v]|; , [|[v]l5), where

r—1
[olly = rand [lvfl, = 32— ki
5. The set E(m,n) of edges of G(m,n) can be defined as the colimit of the increasing sequence of sets
E°%m,n) C E*(m,n) C--- C E"(m,n) C ...

as follows. Denote by E°(m,n) the set of all edges induced by the admissible paths. Suppose that we have
defined E"(m,n). We now define E"*1(m,n). For all vertices v € V;(m,n) and w € V;42(m,n), consider
the sum of all products [v, u] [u, w] over all u € V;11(m,n), where [v,u], [u, w] belong to E"(m,n). Recall
that this is a sum of products of Steenrod operations of the form S¢F. Then, we can write this sum in
terms of admissible monomials 37, .\ 4 S¢"Sq". Let z € Viy1(m,n) such that [v,z] = Sq™ belongs to
E°(m,n), then we connect z to w by the edge [2,w] = S¢*2. We now define E"*1(m,n) as the union of
E"(m,n) with these new edges.

Proof. The proof is carried out by induction on m. The case m = 1 is straightforward as G(1,n) is the graph
corresponding to the Mahowald short exact sequence (2.2) of ¥.J(n). Suppose that the proposition is proved for
all m < k, where k > 2 is a certain integer. We now verify the case m = k. By definition, we have

4 (k,n)* = Aug (¢4 (k—1,n))* & ® (Aug (¢ (k — 1,n)))* "

for all integers s > 0, with the convention that ® (Aug (¢ (k —1,n)))”" = 0. Here, the upper index s signifies
the s—th term of the complex. Therefore, 4 (k,n)’ = Aug (¢ (k — 1,n))°, and hence, following the induction
hypothesis, the set Vy(k,n) contains a unique vertex, denoted by pg,, corresponding to J(k +n). This verifies
the point (2). Moreover, the morphisms

X9 (k—1,n)° = Aug (9 (k—1,n))° = ¥4 (k,n)’,
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for all s > 0, induce a canonical inclusion ¥4 (k — 1,n) — ¢ (k,n). As the graph of X¢ (k — 1,n) and that of
4 (k — 1,n) are identical, we get an inclusion G(k — 1,n) — G(k,n). This concludes the proof of the point
(1).

Remark that, in view of Proposition 6.2, if 7° is represented by a matrix with coefficients of the form Sg°,
then so are 6%,6°, and w?®. Therefore, each edge of E,.(k,n) is also labeled by a Steenrod operation of the form
S¢q® for some integer s. Then, the point (3) holds.

We also observe that the vertices of G(k,n) that do not belong to the image of G(k — 1,n) correspond to
® (Aug (¢ (k —1,n))). Then, the induction hypothesis and the Mahowald short exact sequences take
care of the points (4) and (5). O

Remark 6.6. 1. The bigrading structure of G(m,n) is different from that of the general associated graph of
a BG complex (see Definition 3.6). We make such a modification so that the canonical inclusion 4y, , from
G(m,n) to G(m + 1,n) is of bidegree (0, 0).

2. Let k > 1 be an integer. Then, for all integers m,n such that m + n > 2k, the inclusion iy, ,, of G(m,n)
into G(m 4+ 1,n) is an isomorphism on the area of bidegrees (r, s) for all s < k. It is obvious that this is an
isomorphism on the set of vertices. What is less evident is that it is also bijective on the set of edges. But,
this is a consequence of the instability condition: the morphism eSq?: J(t + ¢) — J(t) is nontrivial if and
only if ¢ < ¢. In fact, Proposition 6.2 shows that all the edges of G(m + 1,n) that are not in the image of
im.n Must have a vertex belonging to ® (Aug (¢ (m,n))), which is not in the area of consideration.

Therefore, using Lemma 3.7 with an appropriate changing of bidegrees, we obtain the following stabilization

result:
Proposition 6.7. Let s > 1 be an integer. Then, for all for all integers m such that m > s+ 1, the morphism

Exty (3"'Fa, £7J(n)) — Exty (™! Fa, 7511 (n))
induced by the suspension X is an isomorphism. Moreover, in this case, we have an isomorphism
Exty; (ZmIFQ, Em+sJ(n)) > Exty (Fa, X%J(n))
of Fo—wector spaces.

Proof. The first isomorphism follows from Lemma 3.7. We only verify the second one. Recall that the forgetful
functor from the category U to the category of A—modules admits a left adjoint D that we call the destabilization
functor. Therefore, there is a Grothendieck spectral sequence:

Exty (DM, N) — Ext; ™ (M, N),

where D, denote the t—th left derived functor of D. For an unstable module M, denote by conn (M) the
supremum of i such that M7 = 0 for all j < i. We also write d (M) the infimum of i such that M7 = 0 for all
j > 1. On the one hand, we have

d (ST (n)) =m+n+s,

and on the other hand, we have
conn (DeM) > 2conn (M) + t
for all t > 0. Therefore, for m > s +n + 2, we have
conn (D;X"Fs) > d (8" J(n)) .
It follows that
Extj (DX Fa, X" J(n)) =0

for all ¢ > 0. Thus, the Grothendieck spectra sequence for the destabilization functor collapses at the Fs—term
giving rise to the isomorphism

Exty (X7Fa, X5 J(n)) = Extly (Fy, £°J(n))

of Fo—vector spaces. O
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Definition 6.8. For all integers n > 1, we denote by G(n) the limit of the system

tm+1,n

) im—1,n G(m7n) im,n G(m+1,n) G(m+2,n) imt2,n

The following description of G(n) follows from Proposition 6.5.
Lemma 6.9. For all integers n > 0, the set of vertices of G(n) is the disjoint union of Vi.(n), and the set of
edges is the disjoint union of E.(n), where r > 0, such that:

1. The set Vp(n) contains a unique vertex, denoted by p,,.

2. For all integers r > 1, each edge of E.(n), from v € V.(n) to w € V,41(n), corresponds to a morphism of
the form Sq* for some integer k > 0, and we label this edge by Sq¥. In this case, we write [v,w] = Sq*.
If there is no edge from v to w, then we write [v,w] = 0.

3. For all vertices v € Vi.(n), there exists a unique collection of vertices

Ui S ‘/z(n)vo S 7 S T,

Vo = Pm+n,VUr =1,

[vi, vit1] = Sg™,

vi | [vi, w] # Sq¥, Yw # v,
2k50 >n,

2/4@4_1 >ki70§i§7’—2,
m+n— 0 ki > k1,

forming a path from py4y to v, and such a path is called an admissible path. We also say that v is of
Lambda bidegree [v]] = (o1l [vll,) = (r, 72 k)

In particular, V1(1) consists of vertices {)\1| 0<i,[p1,\] = Sq”l}.

Remark 6.10. In Lemma 6.9, we do not describe the set of edges because it can be obtained by taking the
colimit of the sets E(m,n). And thanks to the point (2) of Remark 6.6, in practice, the computations concerning
G(n) will always be carried out using the model G(m,n) for some suitable integer m > 0.

6.2 The Lambda algebra

In this paragraph, we will show that there exists an appropriate product x on G(1) such that (G(1), x) is
the Lambda algebra.
Definition 6.11. We define T to be the free bigraded algebra over Fy generated by the symbols A; of bidegree
(1,74 1) for all integers ¢ > 0, and A to be the bigraded Fo—vector space generated by the set of vertices of G(1),
where we take into account the Lambda bidegree as defined in Lemma 6.9.
Lemma 6.12. The Fy—wvector space A is endowed with a structure of right T—module, defined as follows:

TN = Z Y (6.2)
[z,y]=Sq*+?
for all vertices x of G(1). Moreover, the T—linear morphism
g:T— A
a— prov
is an epimorphism, and the set
{p1)\k1)\k2 . Akn‘ 2k; < kip1,1 <t <n— 1}
forms an Fo—basis of A.

Proof. 1t is straightforward that the action law (6.2) defines the structure of a right T—module for A. We now
show that ¢ is surjective. Indeed, for all vertices v € V,.(1), there exists a unique admissible path

V; E‘/L(l)aOSZSTa

Vo = P1,Ur =V,

[vi, vi1] = Sg*,

[vi, w] # Sq" ,Vw # viy1,
2ko > n,

2]437;4_1 >k7,7’722220

Vg
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connecting p; and v. Hence, we have
v = pl)\ko—l)\kl—1>\k2—1 N >\k7‘—1_1'
Then, this concludes that g is surjective. O

Lemma 6.13. The kernel of g : T — A is the two-sided ideal generated by:

a—21—1
)\a)\b = Z (Z _ Qb _ 1))\i)\a+bi (63)

2a+2b>3i+1>6b-+4
for all integers a,b such that a > 2b+ 1.

Proof. Recall that the set
{p1>\k1)\k2 .../\kn‘ 2/@ S ki+171 S 7 S n — 1}

forms an [Fo—basis of A. We now show how to express p1A\,A, as a linear combination of this basis for all
a>2b+ 1. Let A be the set

{v € Va(1) |[p1Aa, 0] = S},

then

PLAcAy = Z .

veEA

By definition of G(1) as the colimit of G(m,1),m > 1, then p1A, € G(m,1) if and only if m > 2a + 1.
Moreover, for all w € V5(1) such that [p1A,, w] # 0, then w € Va(m, 1) for all m > 2a + 1, and [p1Aq,w] # 0
in G(m,1). In particular, when m = 2a + 1, then p1 ), corresponds to a direct summand of the form J(a + 1)
of & (Aug (¢ (k —1,n)))°. Therefore, an element w € V5(2a + 1,1), with [p1A,, w] = S¢P*, where a > 2b + 1,
exists if and only if w is defined by the admissible form p;A;A; such that Sg?T1.S ¢"*t! appears in the expression of
Sqit1S5¢7 ! as linear combination of admissible Steenrod monomials. Hence, it follows from the Adem relations
that we have

a—21—1
D1 Ay = Z (z _op— 1)p1)\i)\a+b—i
2a+2b>3i+1>6b+4

for all @ > 2b+1. Now, let £ = p1 g, Aay - - - Mgy, and denote by m < k the first index such that a,, > 2ap,41 + 1.
Then, by the same method, we have

U — 20— 1
P1ha; Aay - Aap = P1Aas Aay - - - Aa s > m

37::6‘17714»1 +3

20m+2am11—2
(i g — 1

> Aidatb—i )‘am+2 )‘am+3 s )\ak'

As a result, the kernel of g is the two-sided ideal generated by the relations (6.3). O

It follows from Lemma 3.7 and Proposition 6.7 that A is endowed with a differential graded module structure
with explicit homology.
Definition-Proposition 6.14. Let d : A — A be the Fy—linear map defined by:

[z,0]=5¢°
for all vertices x € V,.(1). Then, (A,d) is a differential graded Fo—vector space. Moreover, we have
H™® (A, d) = hi)nEXtru (Ean, En+SF2) = EXtTA (Fg, ESFQ) .
We will actually prove that (A, d) is a differential graded algebra.
Definition 6.15. Denote by X*® the exact sequence where X? = X! = J(1), 0° = ¢S¢" and X* is trivial for all

k> 2. Then 9™ (X*) is an exact sequence that we denote by X,,. We denote by G (X,,) the associated graph
with respect to the decomposition of the terms of X, as direct sum of Brown-Gitler modules.
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Remark 6.16. 1. For all integers m > 1, we have
Vi (G (X)) = Vi(m, 1) || Vioa(m, 1),
E. (G (X)) = Er,r+1(m, 1) |_| E._1(m,1) I_lFra
where

Fp={[v,v] = S¢°|v € Vo(m,1) C V; (G (X))} -

2. For all integers m > 1, we have
H(t,G(Xn)) =0+ t)H(,G(m,1)).

Similar to the construction of A, we have the following result.
Proposition 6.17. There exist canonical inclusions of graphs G(X,,) = G(Xm+1) corresponding the the inclu-
sion of compleres XX, = Xmmy1. Denote by X the colimit of

o= G(Xpe1) = G X)) = G(Xg1) — 1,

and by L the Fa—vector space generated by the vertices of X. Then, L is an associative bigraded algebra generated
by the symbols \; of bidegree (1,i+ 1) for all integers i > —1, subject to the relations

a—2i—1
Aadp = Z <z _op_ 1) AiXatb—is
2a+2b>3i+1>6b-+4

for all integers a,b such that a > 2b+ 1.
We now show that (A, d) is a differential algebra.
Lemma 6.18. The algebra A is a subalgebra of .. Moreover, we have

d(a) =aA_1 — A_ja.
for alla € A C L. Hence, (A,d) is a differential algebra.

Proof. For all a € A of bidegree (r, s), we have:

al_1 = Z v

[, 0]=Sq°

:Zv—i— Z v

[or,0]=5¢° [o,0]=5¢°
veVrt1(1) veEVL(1)CVrg1(X)
=d(a)+ A0
The lemma, follows. O

Definition 6.19. For all integers m,n > 0, let A(m,n) denote the bigraded Fy—vector space generated by the
vertices V(m,n) of the graph G(m,n), where the bidegree of the generator associated with a vertex v of bidegree
(rys) in G(m,n) is (r,m +mn — s).

Remark 6.20. 1. Tt is obvious that the law

TN = Z Yy

[z,y]=Sqi+!

for all vertices x of G(m,n) defines an action of T on A(m,n). Moreover, this action is unstable in the
following sense: xA; = 0 for all generators z of bidegree (r, s) such that 2i+2 > s. Using a similar argument
as that in the proof of Lemma 6.13, we can show that this action passes to the quotient A and yields a
structure of right A—module for A(m,n).
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2. We can also define a Fy—linear map 9™" : A(m,n) — A(m,n) by:

oMz = Y w

[z,v]=Sq°
for all vertices z € V(m,n). In fact, we have

amn (pm,ne) = pm,nd (0) 5

where d is the differential of A.

7 Minimal resolutions and finite exact sequences of BG modules

The Bockstein sequence, as it is defined in Definition 2.5, plays an important role in the rest of the present
paper. This section is devoted to study the interaction between the pseudo-hyperresolution method and the
iterated suspensions of the Bockstein sequence. In fact, we will prove that this sequence is saturated with respect
to the pseudo-hyperresolution method, in the sense of Proposition 7.8.

Let C be an abelian category with enough injective objects, and let M be an object of C. Recall that an
injective resolution (I%,9%,i > 0) of M is minimal if I° is the injective hull of M, I' is the injective hull of I°/M,
and I7 is that of 77! /Im (8772) for all j > 2. The following lemma is classical and is left to the readers.
Lemma 7.1. Let M and N be two objects of an abelian category C. Moreover, let (Ii,ﬁi,i > O) be a minimal
injective resolution of M, and let (Ji,di,i > O) be an injective resolution of M @ N. Then a split projection
M & N — M gives rise to a split projection of complexes {ozi cJP s T > O} .

As a consequence, minimal injective resolutions are unique up to isomorphisms.

Let denote by Ch(€) the category of cochain complexes (Ci, o' i > 0) of objects in C.

Definition 7.2 (Extension of complexes). If

0= (C1,8%,i > 0) 25 (D',6',i > 0) 25 (B ii > 0) >0

is a short exact sequence of cochain complexes, then (D?,4% i > 0) is called an extension of (C*,d%,i > 0) by
(B, n',i>0).
Definition 7.3. A complex (C%,d",i > 0) is called 0—simple if there exists an integer n such that 0" is an
isomorphism, and C* is trivial for all i # n,n + 1. A complex (C% 8%,i>0) is called n—simple if it is an
extension of a (n — 1)—simple complex by another one of type O—simple. A complex is called simple if it is
k—simple for some k.

An easy induction on the height of BG modules yields:
Lemma 7.4. If

0 1 k
000 Lot 2. 2 okt
is an exact sequence of BG modules of finite height, then it is simple.
In what follows, we characterize minimal resolutions of finite unstable modules.

Proposition 7.5. Let M be a finite unstable module and (Ik, ok k> O) be an injective resolution of M. Then
this resolution is minimal if and only if every induced morphism

J(r) = I 25 L g (s)

is not an isomorphism.

Proof. Suppose that there exist an isomorphism
J(r) = I 25 s (),

then following Lemma 4.1, the resolution (I k ok k> 0) is an extension of another resolution of M by an exact
0—simple sequence and hence cannot be minimal.

Vice versa, let (J k ok k> 0) be the minimal resolution of M. Then there exists a split projection of complexes
a' : I" — J*. The kernel of this projection is therefore a finite exact sequence of BG modules. Hence Lemma
7.4 and the proposition hypothesis imply the triviality of this kernel. Then, (ozi,i > O) is an isomorphism of
complexes. O
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Corollary 7.6. Let M be a finite unstable module and I := (Ikﬁk,k > 0) be an injective resolution of M.
Denote by C its mazimal simple sub-complex. Then the quotient I/C is the minimal injective resolution of M.
Definition 7.7. Let I := (I*,0%) be a complex of BG modules. We denote by A(I) the quotient I/C of I by
its maximal simple sub-complex.

In the rest of this section, we study an interesting interaction of general exact sequences of BG modules with
the pseudo-hyperresolution procedure. Recall that the Bockstein sequence is defined in Definition 2.5.
Proposition 7.8. For all integers n < —1, denote by (Ig",@"") the minimal injective resolution of X*%,,.
Then, we have an equivalence of eract sequences:

A(2 (55 2.,10%)), = By

Proof. The case k = 1 is straight forward as the minimal injective resolution of X¥4%,, is given by Mahowald
short exact sequences. Suppose that the result is true for all £ < m, we prove that it still holds for k = m + 1.
For all s < —1, denote by J** the minimal injective resolution of XA (& (" %A,,1%"°)),. We will prove that

A(P (SA(P ("B, I%)), J*°) 2 A (2 (8" Ba, 1351)) (7.1)
Let o < —1, then
A(P (RA(P (2" Basa, 1)), J*) 2 A(P (S Basa, I071))

as they are both isomorphic to the minimal injective resolution of ¥™+!Ker (3,). Let a tends to —oco, we get
the isomorphism (7.1). Therefore, we have:

A(2 (BB, 13)7%)) 2 A(P (BA(P (7B, 130)), I*0))
= A(P (BA(Bo-m), J*?)),
=A(Z (XA, m,J' *)
= f@o—m—b
The proposition follows. O

8 Resolutions of spheres

Recall that the Ext-groups Exty, (X"Fy, X!F5) , where s,t,n > 0, are of interest because of the unstable Adams
spectral sequence converging to the homotopy groups of spheres. One of the most basic way to compute these
groups relies on the construction of the minimal injective resolution of ¥!F, for all integers ¢t > 0. That is what
we are going to do in this section. In fact, we will compare the minimal injective resolution of X*F, with the
Bockstein sequence, and show that they agree in a certain specific area. The keys to this result are Proposition
7.8 and the injective dimension of X™.J(n) for all integers m,n > 0.

8.1 Injective dimension

This section aims at studying the injective dimension of ¥ .J(n) for all integers m > 0 and n > 2. To be
more precise, we will show that this dimension is bounded by [(m + n)/2], where [—] denotes the integral part
of a number. The intrigued reader might wonder why we do not consider the case n = 1. Here is the reason:
this case does not follow the same rule as that of the cases n > 2. The injective resolution %, 1 of ¥™J(1) is of
length m, and, actually, we will show that m is the injective dimension of ¥™J(1).

Lemma 8.1. For all integers m > 0,n > 2, then the injective dimension of ™ J(n) is bounded by [(m + n)/2].

Proof. We proceed by induction on m. The case m = 0 is trivial. Suppose that we have proved the cases m < k,
we now verify the case m = k. But, it follows from the exact sequence

1
0= SFI(n) = SF1J(n+1) — $h-1g (”; ) 50

that

dimy,;SFJ (n) = dimin; SF I (n+ 1) < [" i k}

2
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if n is even, and that

1
dim;,,; 2% J(n) < max {dimmjzk—lj(n + 1), dimy,; 25 71T (”; ) }

o [ o4

if n is odd. This concludes the proof of the lemma. O

8.2 Resolution of spheres

In this subsection, we will prove that X"Fy is of injective dimension n — 1, and we also describe a large part
of its minimal injective resolution.
Theorem 8.2. Given an integer n > 0 and denote by (Ik, oF k> O) the minimal injective resolution of X"Fs.
Then, I* = 0 for all k > n — 1, and for all k > [n/2], the resolution coincides with the Bockstein sequence as
follows:

Ik = %k—n-

Proof. This is a direct consequence of Proposition 7.8. Recall that, for all integers m < —1, we denote by
(I e 8"”7') the minimal injective resolution of ¥¥4,,. Then, we have an equivalence of exact sequences:

A(P (5B, 13°)), = Bai.
Now, it follows from Lemma 8.1 that
k—m

T < |
dlmm]%m_[ 5 ]

for all m < —1. Hence, we have

B2 A(P (S BLY)),

~ 7—1,8

for all s > [k + 1/2]. Remark that I, "* is the minimal injective resolution of X¥J(1), which is isomorphic to
YF+1F,, then replacing k by n — 1 concludes the proof of the theorem. O

Corollary 8.3. Let n,t be nonnegative integers and s > [n/2]. Then:

Fy ift=n-—s,
Exti (EtIFQ, E”IFQ) 2 Fy, ifn—s—1=04) andn—s—1=2t,
0 otherwise.

9 Algebraic EHP sequences

In this section, we focus on computing extensions groups of unstable modules using the pseudo-hyper resolution
method. We then show how to connect these groups by long exact sequences.

9.1 Extensions groups of unstable modules

The J(n) form a system of co-generators for the category U. But we can even say more about the classification
of injective unstable modules after the work of Lannes and Schwartz. Before going further, recall that there exist
other interesting injective unstable modules beside Brown-Gitler modules. These are given by the cohomologies
H* (B (z/ 2)®d;IF2>. Lannes and Zarati observe that the tensor products between these modules and Brown-
Gitler modules remain injective. Latter, Lannes and Schwartz prove that an indecomposable injective module
must be a tensor product of the form L ® J(n), where L denotes a certain indecomposable direct summand of

H* (B (Z/Q)@d ; ]Fg). Since the category U is locally noetherian, we get:
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Theorem 9.1 ([18]). Fach indecomposable injective unstable module is a tensor product of the form L ® J(n)
between an indecomposable direct summand of a certain H* (B (Z/?)Ead;Fg) and a Brown-Gitler module J(n).

Every injective unstable module splits into a direct sum between a BG module and a direct sum of modules of the
form L & J(n) where L is a direct summand of H* (BZ/2;F2)®* for some d.

The module H* (BZ/2;F5) has several amazing properties that we will recall now. It is reduced. The functor
— @ H* (BZ/2;F3) admits a left adjoint in U which is denoted by T'. Because

H* (BZ/2;Fy) = H* (BZ/2;Fs) & Fy

then T = T @ Fy where T is left adjoint to — ® H* (BZ/2;Fy). Moreover, if M is a finite unstable module then
TM = 0. Therefore:
Lemma 9.2. Let M be a finite unstable module and L be a direct summand of H* (BZ/Q;F2)®d for some d.
Then

Homy (M, L ® J(n)) =0

for very n.

Remark 9.3. Let M be an unstable module. Denote by (I®,9*) its minimal injective resolution. For each I7,
denote by B’ the BG module part and by R’ the other. It follows from Lemma 9.2 that (B®,d*) is a sub-complex
of (I®,0°%). It also follows that if N is a finite unstable module then

Ext{ (N, M) = H*Homy (N, B*).

We will now study the extension groups Exty; (N SR M ) using the pseudo-hyper resolution method. Let us
recall how to use this method to construct an injective resolution of X¥*M from (I°,0*). The minimal injective
resolution of £*J(n) is denoted by B(k,n). If L is a direct summand of H* (BZ/2;F5)®? then L @ B(k,n) is
the minimal injective resolution for L ® ¥¥J(n). Hence there is no BG module part for this resolution. Now
using the pseudo-hyper resolution method with respect to these minimal injective resolutions, we get an injective
resolution for ¥* M. Denote this resolution by M (k) and by M B(k) the pseudo-hyper complex obtain from $* B*
using the same method. What we have shown so far is that M B(k) is the BG module part of M (k). Therefore,
we have

Exty (N,%"M) = H*Homy (N, MB(k)).
We write B(k) for the quotient of M B(k) by its maximal simple sub-complex. Hence:
Ext} (S'F2, 5¥ M) = Homy (S'F2, B(k)*) .

We now show how to connect these groups in long exact sequences.

9.2 Algebraic EHP sequences

Fix M and B(t) as in the previous sub-section. We index all the direct summands isomorphic to J(n) of
B(t)® by the set A, ), then:

Extj; (S"Fa, ' M) = Homy | 5"F2, €D J(n) | . (ext)
At,n,s)

From the construction of ¢ (B(t)) (see Proposition 6.2), the sum of all the direct summands J(n) of ¢ (B(t))” is

B(n,tJrl,s) = C(n,tJrl,s) @ D(n,t+1,s)

where

C(n,t+1,s) = @ J(n)a

Altn—1,s)

D(n,tJrl,s) = @ J(n)

A(t,2n71,sfl)

Let X € {O(n,t+l,s)7 D(n,t+1,s)} and Y € {C’(n7t+1,8+1),D(n,t+17s+1)}, we denote by 0% - the composition

X 9B L 9B Y.
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Therefore the maps

02 03
95 — Cn,t4+1,5):C(n,t41,541) Dn,t+41,8):C(n,t41,5+1)
DA -— s s

Cn,t41,8)Din,t+1,5+1) Dn,t41,8)Din,t4+1,54+1)
make {B(n,t+1,s)a 834} a complex. Remark that the BG algorithm shows that

S
aE)A — 0 8D(1L,t+l,s)7C(n,t+1,s+1) .
0 0

Hence

Bt (2"Fa, S 0) 2 H, Homy (5"F. & (B(1).
=~ H,Homy (E"FQ, B(n,t+1,8)) )

~ S s—1
= Ker ((aD(n,H—l,s)’C(n,t+1,s+1))*) @ Coker ((aD(n,,t+l,s—l)7C(n‘t+1,s))*) :

We will now explicit the morphisms <8SD(,

c . The source of this morphism is described as follows:
n,t+1,8)Cn,t+1,541) )

Homy (X"F2, Dine11,6)) = Homy [ S"F2, € J(n) |,

A(t,an—1,5-1)

~Homy | "7 'F,, € J@2n-1) |,
A(t,2n71,571)

=~ Exti ! (Z21Fy, XM

And the target is:

Homy (X"F2, Cnt41,541)) = Homy | S"Fa, € J(n) |,

A(t,n—1,541)

~Homy | " 'Fy, P J(n-1)|,
Alt,n—1,541)
~ Extit! (271, BT M) .
Therefore
(3%<n,t+1,s),c(n,m,w>* L Ext ! (520 1F,, SEM) — Extit (57 1F,, BEM) .

We denote by P* the morphisms (8)93<n,t+1,s),C(n,f,+1,.;+1))* and then we obtain the following exact sequences:

0 — Ker (P*71) — BExty ? (22" Fy, ©'M) — Extj (8"Fa, £'M) — Coker (P*1) — 0,

0 — Coker (P*~') — Extj (S""'Fa, 8 M) — Ker (P*) — 0.

We can now conclude:
Theorem 9.4 (Algebraic EHP sequences). There exist a long exact sequence for each n:

I B2t et D B3t(st, M) B EUTL(stt an) s BsTU (s ) s (9.1)

where By (S™, M) stands for Ext; (3" Fa, StM).

9.3 A special case

This section studies the special case of EHP sequence for n = 2*. In particular we show that in this case the
morphisms P are trivial.

Lemma 9.5. If n = 2" then the morphism (5%( is trivial.

7L,t+1,s)7c(n,t+1,s+l))*
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Proof. Recall that
s . k k
aD(Qk,t+1,s)’c(2k,t+1,s+1) : @ J(2 )“’ - @ J(2 )O"

A(t,,2k+171,571) A(t,,2k—1,s+1)

Suppose that this morphism is not trivial then there must exist an identity coefficient in the matrix form. The
first item of the BG algorithm assures that in this case, the Steenrod square S q2k can be factorized as a product

of other Steenrod operations. This cannot be true since S¢2" is indecomposable. Therefore 8})( c

2k t4+1,5) 7 (2R t41,5+1)

is trivial.

We get the following consequence:
Theorem 9.6 (James splitting). There are short exact sequences

0 By (8270, M) = By (5% M) = BV (82 M) 0

for every k.

10 Bousfield’s proof on the existence of algebraic EHP sequences

An interesting fact about the algebraic EHP sequence: it can be derived
in a completely abstract way. That is, it can be derived without the
construction of special projective or injective resolutions and without any
computation whatsoever. Bousfield explained to me how to do this, about
45 years ago. Here is the key idea. One has a "loop functor” on the
category of unstable Steenrod modules. It is left adjoint to the suspension.
This functor is right exact, and has non-trivial left-derived functors. The
key is to notice that these left-derived functors are zero, in homological
degrees greater than one. The existence of the long-eract EHP sequence
follows immediately.

WILLIAM M. SINGER, Private communication [26]

Let M and N be two unstable modules. In this section, we prove that there exists a long exact sequence of
Ext-groups
Exts % (M, N) — Ext§ (QM, N) — Exti (M,SN) — Ext; ' (M, N)

for all integers s > 2, where (1 is the left adjoint of the suspension functor ¥ and €y is the k—th left-derived
functor of €.

The loop functor of unstable modules

Recall that the Frobenius twist of unstable modules exists under the form of the double functor ®, defined
in Section 2. The operator Sq,, which associates an element x of degree n of a certain unstable module M with
Sq"x, defines an As—linear morphism Ay; : ®M — M. It is classical that both kernel and cokernel of this
morphism are a suspension of an unstable module, which can be described explicitly according to the following
proposition.

Proposition 10.1. Let M be an unstable module. Then, the cokernel of Apys is a suspension, and we denote by
QM the unstable module such that XQM = Coker (Apr). Then, Q defines an endofunctor of unstable modules
which is also a left adjoint of 2. Let QM be the k—left-derived functor of Q0 for all integers k > 0, then we have

Ker (A\y)  if k=1,

ZQ’“M:{ 0 k> 1.

Proof. An unstable module N is isomorphic to £@Q for some @) € U if and only if Sq, acts trivially on N. Then,
it is evident that the cokernel of Aj; is a suspension of some unstable module that we denote by Q2M. This is a
well-defined endofunctor of U as Ajs is natural on M. And since both ® and Id are exact, it follows that Q is
right exact. In order to show that € is left adjoint to X, it suffices to show that

Homy (QP, N) =2 Homy (P, XN)
for all unstable modules P, N such that P is projective. But this is a direct consequence of the following well-
known short exact sequence (see, e.g., [24]).

A(F(n) a(F(n))

0 — ®F(n)

F(n) YF(n—1)—0.



31

where o (F(n)) is defined by 2, — X,,—1.
Now, to study the left-derived functors of Q, let (P;,0; : Piy1 — P;);~,, abbreviated as P,, be a projective
resolution of M. Because, on the one hand, 3P, fits in the short exact sequence of complexes

O Pe

0= &P, 22 p, TP 50P, — 0,

and, on the other hand, ® is exact, then the homology groups of XQ2P, are trivial, in degrees greater than one,
and there is a short exact sequence,

0 — Hy (SQP,) — ®M 225 M 24 $0M — 0, (10.1)
connecting the homology groups of degrees 0 and 1. As ¥ is exact, we have:
Ker (Ay) 2 X0 M.
The proposition follows. O

Remark 10.2. e For all unstable module M, the morphism Asy; is trivial. Therefore,

QXM = M, VM el

e The loop of oy is the identity of QM. As the loop functor €2 is right exact, then QA is trivial.

e Fix {P;,0;: P,y1 — P;,i > 0} a projective resolution of M. Denote by C' the co-kernel Coker (29). Then
{QP;,9Q0; : QP11 — QP;,i > 1} is a projective resolution of C. Moreover, C fits in the short exact sequence:

Qp,
0—->UM—C— —F—+ —0.
Ao (Q00) -

Because (Q is right exact, QP /Ker (20p) is isomorphic to the kernel of the morphism QP — QM.

o If O M is trivial, then QP, is a projective resolution of QM.

Bousfield’s sequences

Let N be an unstable module. Let M be an unstable module and {P;, 9; : P11 — P;,i > 0}, abbreviated as
P,, be a projective resolution of M. Since 2P, is projective, the long exact sequence of Ext-groups associated

with the short exact sequence
QP

0~ Rer(@dy)

— QP — QM — 0

splits into an exact sequence

QP

0 — Homy (M, N) — Homy (P, N) — Homnyg (Ke(ﬂao)

N) — Extq (QM,N) = 0,

and isomorphisms
Bxts, [ — 2 N = pett (QM, N)
U\ Ker (Q0p)° u Y

for all s > 1. Now, because {QF;, Q0; : QP;11 — QF;,i > 1} is a projective resolution of C (see Remark 10.2),
then for every s > 1 we have:

Ext} (C,N) = H*™!' (Homy (P, N), (20.)")
=~ Ext;, ' (M, SN).
Therefore, the long exact sequence of Ext-groups associated with the short exact sequence

0P
MM —
00— %C_)Ker(an)—)O

is the general algebraic long-exact EHP sequence.
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Theorem 10.3 (Bousfield’s proof). For all unstable modules M and N, there exists a long exact sequence
o= Exti 2 (Q1 M, N) — Extj (QM, N) — BExt§ (M,SN) — BExt} ' (W M,N) — -

of Ext-groups, where s > 2.
Let M be ¥"Fy and N be X!Fy. If n > 1, then the morphism Ay : ®M — M is trivial. Therefore,
QM = ¥ 1R,
M = 3>,

A reformulation of Bousfield’s long exact sequence, in this case, yields the algebraic EHP sequence for S™.
Theorem 10.4. For every positive integer n, there exists a long exact sequence

oI gt sy By patgny By pytti(entty Oy gttty Ly

where By (S™) := Ext (X"Fy, B'Fy).

Application

In this subsection, we use the loop functor 2 to study a special case of the algebraic EHP sequence.
If {C;,0; : Cix1 — Cy,i > 0} is a complex, denote by C,[1] the complex:

[ iz,
CJ”Z“{ 0 ifi=0,

(o i1,
a[”i_{ 0 ifi=0.

Let M be an unstable module such that ;M is trivial. Fix {P,,9; : P,y1 — P;,i > 0}, abbreviated as P,, a
projective resolution of M, and fix {Q., d; : Qi+1 — Q4,7 > 0}, abbreviated as Q., a projective resolution of ®M.
The natural transformation A : ® — Id gives rise to a morphism of complexes: Ap, : ®Py — P,. On the other
hand, the identity of ®M yields a morphism of complexes: w : Q4 — ®P,. Therefore, the composition map
w o Ap, makes the following diagram commute.

WO p,
Q- T P.

' :

oM M

A

Now, we can consider w o Ap, : Q¢ — P, as a double complex with two non-trivial columns Qs and P,. Denote
by Te the total complex of this double complex. As these columns, @@, and P,, are acyclic, the homology groups
of T, are computed as follows.
Coker (Ap) ifi=0,
H; (T,) & Ker (M)  ifi=1,
0 otherwise.

Since Q1 M is trivial, T, is a projective resolution of XQM. We now compute QT,. It follows from Remark 10.2
that the morphism  (w o Ap,) is trivial. This fact has two simple consequences:

0T, = QP P Q.11
H* (Homy (Tu, B'F2)) = H® (Homy (Pe, X'F2)) @ H* ™" (Homy (Qa, X'F2))

For all integers s > 0,t > 1. As it follows from Remark 10.2 that QP, is a projective resolution of QM , and QQ,
is a projective resolution of Q®M, we have:

Lemma 10.5. Let M be an unstable module such that Q1M is trivial. For all unstable module N, we have an
isomorphism of Ezt-groups

Ext} (3QM, $N) = Exty (QM, N) @ Ext; " (@M, N),
Exty (SQM, S'Fy) & Ext} (M, 2'F,) @ Extj ' (2M, 5'F,)

for all integers s > 0,t > 1. (Here, by convention, the Ext-groups of degree —1 are trivial.)
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Proof. The Ext-groups Exty (XQM,XN) can be computed as follows.

ExtS, (SQM, £N) 2 H* (Homy (Ts, SN))
= H® (Homy (27, N))

=~ 1 (Homy (2P, @ QQ.[1,N))
> Exty (QM, N) @ Exty ' (@M, N).
We can then conclude the lemma. O
Remark that, following the exact sequence
M — M — & (XQM) — 0,

we have

QOM = XdOM
for all unstable modules M. Then, applying Lemma 10.5 to M = ®"F (1), we recover Theorem 9.6.

11 Infinite complex projective space

This section aim at studying a particular relation between the infinite complex projective and spheres, which
is a direct consequence of the following result in view of pseudo-hyperresolution method.
Lemma 11.1. Denote by H the cohomology H* (BZ/2;F2) of the classifying space of Z/2. Then, we have

®H =~ H* (CP™;F,),
OH = 3.

Proof. The lemma follows from the fact that H is isomorphic to the polynomial algebra Fa [u] on one variable of
degree 1 whereas H* (CP*°;Fy) is the polynomial algebra s [t] on one variable of degree 2. O

Remark 11.2. Denote by H the reduced cohomology H (BZ/2;F3). Then, we have two short exact sequences

0 PH H YOH 0,

0 oH H YOH 0.

As a result, we have the following long exact sequences

0 PH H YH »2H YIH e

0 oH H XH »2H e Y90

Theorem 11.3. For all integers s > 0, we have

Extj (3"Fo, S¥0H) = @ Extf (3"F,, SF"F,) . (11.1)

m-+q=s

Proof. Following Remark 11.2, there is a long exact sequence

0 —— Yk®pH SFH DL & NN g/ ) & [N 5 ] S

for all integers k > 0. In accordance with Section 9, we denote by B (s — 1, 1) the minimal injective resolution of
Y5, for all integers s > 0. As H® J(n) is an injective unstable module for all integers n > 0, then H® B (s — 1, 1)
is the minimal injective resolution of ¥°H for all integers s > 0. Let B (s — 1, 1)t denote the t—th term of the
resolution B (s —1,1), and let 9“* be the differential

HoB(k—-1+0L1) =HoB(k—1+1,1)""".
Then, in view of Proposition 4.5, there exist morphisms

" H@B(k-14+1,1) 2 HoBMk-1+1+i+1,1)""
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such that the morphisms

%! 0o - 0
gt oMt o0
o= : (11.2)
aO,l al,lfl . al’o
alo_,z1 alfza2 o gho
1 1—1 0
make the sequence
l l
HoB(k—1,1)° S HoB(k—1,1)' @PHeB (k1) L. L @ HeB(k—1+m,1)" L5 (11.3)
mtn=I[+1

an injective resolution of X*®H. It follows from Remark 9.3 that
Extj (X"F2, 2*®H) = Extj (3"F», B®),
where B*® is the BG part of the resolution (11.3). It is evident that
B2 @ Bk—1+m,1)".
m-+n=s

By abuse of notation, we adopt the notation (11.2) for the induced differentials of B®. Because a morphism
between two BG modules cannot factorize via a direct sum of tensor products of the form H ® J(n), then the
induced differential ' of B® has the following simple form

%! 0 e 0
0 81,[—1 . 0
=1 : : . :

0 0 cee Qb0

0 0 0
Therefore, B® is the direct sum of the resolution B (s,1) with some appropriate shifting. This conclude the
isomorphism (11.1). O
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