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Abstra
ts

Approximations to the Boltzmann Equation and Appli
ations in Opti
al

Tomography

Simon R. Arridge

The steady state Boltzmann Equation for time-harmoni
 sour
es is written
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by the �rst two terms in its expansion in spheri
al harmoni
s
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In 
ases where �

a

6� �

s

the di�usion equation is not valid and higher order approximations


an be obtained by retaining further terms in the spheri
al harmoni
 expansion of �.

This talk presents a general formulation for these so 
alled P

N

approximations and shows

examples of the di�er in solutions obtained for 
ases of low s
attering and high absorption.

Dis
rete 2-D and 3-D Fourier Based Radon Transform

Amir Averbu
h

(joint work with R. Coifman, D. Don
ho, M. Israeli, Y. Shokilinsky)

We de�ne a notion of Radon transform for n � n data. It is based on summation along

lines of absolute slope less than 1 with values at non-
artesian lo
ations de�ned using

trigonometri
 interpolations on a zero-padded grid. The de�nition is geometri
ally faith-

ful, the lines exhibit no 'wraparound e�e
ts'. For a spe
ial set of lines we des
ribe an

exa
t algorithm whi
h uses O(N logN) 
ops, where N = n

2

. This relies on a dis
rete

proje
tion-sli
e theorem relating this Radon transform to what we 
all the Pseudopolar

Fourier Transform. The Pseudopolar FT evaluates the 2-D Fourier transform on a non-


artesian pointset, whi
h we 
all the Pseudopolar grid. Fast Pseudopolar FT - the pro
ess

of rapid exa
t evaluation of the 2-D Fourier transform at these non-
artesian grid points

- is possible using 
hirp-Z transforms. This Radon transform is one-to-one and hen
e

invertible on its range; it is rapidly invertible to any degree of desired a

ura
y using a

pre
onditioned 
onjugate gradient solver. We also des
ribe a 3-D version of the transform

and the 3-D X-ray transform.
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Novikov's inversion formula for the attenuated Radon transform

Jan Boman

(joint work with J.-O. Str�omberg)

The attenuated Radon transform R

�

is de�ned by R

�

f(�; p) =

R

x��=p

f(x)�(x; �) d�, where

(1) �(x; �) = exp(�

1

Z

0

�(x+ t�

?

) dt) ; x 2 R

2

; � 2 S

1

;

and �(x) is a given fun
tion with 
ompa
t support. An expli
it inversion formula for R

�

was re
ently given by R.G. Novikov (Ark. Mat. 2002). A simpli�ed proof of Novikov's

formula was later given by F. Natterer. We prove a formula similar to Novikov's under the

following 
ondition on �(x; �) on a bounded open set 
 
ontaining the support of f :

(2)

8
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:

there exists a 
omplex-valued fun
tion �(x; �) 6= 0 whi
h

is 
onstant on all lines x � � = p, su
h that S

1

3 � 7�!

�(x; �)�(x; �) for every x 2 
 is the boundary value of an
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 fun
tion on the disk j�

1

+ i�

2
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This 
ondition is satis�ed by the weight fun
tion (1). On the other hand, there exist

fun
tions � satisfying (2) whi
h are not of the form (1), and in fa
t 
annot be written

� = �

0

�

1

�

2

, where �

0

is of the form (1), �

1

depends only on x and �

2

is 
onstant on lines

x � � = p.

Phase-Contrast Tomography

Andrei V. Bronnikov

Phase-
ontrast x-ray 
omputed tomography (CT) is an emerging imaging te
hnique that


an be implemented at third-generation syn
hrotron radiation sour
es or by using a mi-


rofo
us x-ray sour
e. Promising results have re
ently been obtained in materials s
ien
e

and medi
ine. At the same time, the la
k of a mathemati
al theory 
omparable with that

of 
onventional CT limits the progress in this �eld. Su
h a theory is now suggested, es-

tablishing a fundamental relation between the three-dimensional Radon transform of the

obje
t fun
tion and the two dimensional Radon transform of the phase-
ontrast proje
tion.

A re
onstru
tion algorithm is derived in the form of a �ltered ba
kproje
tion. The �lter

fun
tion is given in the spa
e and spatial-frequen
y domais. The theory suggested enables

one to quantitatively determine the refra
tive index of a weakly absorbing medium from

x-ray intensity data measured in the near-�eld region. The results of 
omputer simulations

are dis
ussed.

Adaptive Estimation in Tomography

Laurent Cavalier

The prin
iple of tomography is to re
onstru
t a multidimensional fun
tion from observa-

tions of its integrals over hyperplanes. We 
onsider here a model of sto
hasti
 tomography

where we observe the Radon transform Rf of the fun
tion f with a sto
hasti
 error. Then

we 
onstru
t a \data-driven" estimator whi
h does not depend on any a priori smoothness

assumptions on the fun
tion f . Considering pointwise mean-squared error, we prove that

it has (up to a log) the same asymptoti
 properties as an ora
le. We give an example of
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Sobolev 
lasses of fun
tions where our estimator 
onverges to f(x) with the optimal rate

of 
onvergen
e up to a log fa
tor.

Image Re
onstru
tion form Trun
ated Proje
tions

Rolf Clo
kdoyle

A 
ommon pra
ti
al problem in 
one-beam tomography is that the dete
tor is not large

enough to view the entire obje
t, so the 
one-beam proje
tions are trun
ated. Trun
ated

proje
tions have always 
aused some diÆ
ulty in image re
onstru
tion theory, and in 2D

the approa
h has generally been to build large enough dete
tor to avoid trun
ation. In


one-beam tomography where the typi
al obje
t (a human being) is too large for reason-

able dete
tors, the trun
ation problem must be addressed. Sin
e there is always some

redundan
y when a vertex path satis�es Tuy's 
ondition, there is some hope that the lost

information 
an be 
ompensated by the redundan
y. However the general problem is not

easily resolved be
ause the 
ondition is not known on whi
h rays must be measured through

a 3D obje
t for tomographi
 
ompleteness of a region-of-interest (ROI).

In 2D, it is well known that all rays through the obje
t must be measured in order to stably

re
onstru
t the obje
t. It has been widely assumed that all su
h rays are also required even

if only a ROI is to be re
onstru
ted. Re
ent results have shown this statement to be false,

and opens up the general ROI question in 2D also. These results appeared in a publi
ation

by Fr�ed�eri
 Noo et al [Phys. Med. Biol. 47(14), 2525-2548 (July 2002)℄ and are based

on an old formula Hp(�; s) = g

H

(v; �) (where v sati�es v

1


os �+ v

2

sin� = s) linking the

Hilbert transform of parallel proje
tion data p(�; s) =

R
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Basi
ally, values of Hp 
an be 
al
ulated using properly 
hosen fanbeam proje
tions, and

this pro
ess partially releases the requirement of measuring uninteresting line-integrals,

those not passing through the ROI.

On the inverse problem of opti
al tomography

Thomas Dierkes

Opti
al tomography in time and frequen
y domain is governed by an inverse problem for a

paraboli
 equation and an ellipti
 equation, respe
tively. The 
orresponding boundary to

boundary data maps are des
ribed in terms of a Lippmann-S
hwinger integral equation.

We will make use of the singular value de
omposition of the integral operator for solving

the non linear and ill-posed inverse problem iteratively. Numeri
al examples in 3D are

given both for synthethi
 and experimental data.
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A level set method for shape re
onstru
tion in medi
al and geophysi
al

imaging

Oliver Dorn

Re
ently, the level set method for des
ribing propagating fronts has be
ome quite popular

in the appli
ation of medi
al or geophysi
al tomography. The goal in these appli
ations is

to re
onstru
t unknown obje
ts inside a given domain from a �nite set of boundary data.

Mathemati
ally, these problems de�ne nonlinear inverse problems, where usually iterative

solution strategies are required. Starting out from some initial guess for the unknown

obsta
les, su

essive 
orre
tions to this initial shape are 
al
ulated su
h that the so evolving

shapes eventually 
onverge to a shape whi
h sati�es the 
olle
ted data. Sin
e the hidden

obje
ts 
an have a 
ompli
ated topologi
al stru
ture whi
h is not known a priori, the

shapes usually undergo several topology 
hanges during this evolution before 
onverging

to the �nal solution. Therefore, a powerful and 
exible tool for the numeri
al des
ription

of these propagating shapes is essential for the su

ess of the inversion method of 
hoi
e.

In the talk, we present a re
ently developed two-step shape re
onstru
tion method whi
h

uses a level set representation of the shapes for this purpose. Numeri
al results will be

presented for three di�erent pra
ti
ally relevant examples: 
ross-borehole ele
tromagneti


tomography using a 2D Helmholtz model, surfa
e to borehole 3D ele
tromagneti
 indu
tion

tomography (EMIT) using a model based on the full 3D system of Maxwell's equations,

and di�use opti
al tomography (DOT) for medi
al imaging using a model based on the

linear transport equation in 2D.

Sampling Theory and Parallel-Beam Tomography

Adel Faridani

Appli
ations of sampling theory in tomography in
lude the identi�
ation of eÆ
ient sam-

pling s
hemes; a qualitative understanding of some artifa
ts; and numeri
al analysis of

re
onstru
tion algorithms. The fo
us of this talk is the investigation of artifa
ts 
aused

by undersampling in the angular variable in 2D parallel-beam tomography. A new error

analysis for the �ltered ba
kproje
tion algorithm is presented whi
h reveals both the lo
a-

tion and the relative strength of these artifa
ts, depending on the sampling latti
e. While

the undersampling artifa
ts are quite small for the standard latti
e, they are mu
h more

severe for the theoreti
ally more eÆ
ient interla
ed latti
e. The two latti
es also di�er with

respe
t to the lo
ation of the artifa
ts. If the obje
t is 
on
entrated near a point x

0

, then

for the standard latti
e the artifa
ts appear �rst near the boundary of the re
onstru
tion

region opposite of x

0

. For the interla
ed latti
e we distinguish two 
ases. If the dete
tor

spa
ing d assumes its maximal value of d = 2�=b, then the artifa
ts appear �rst on the

whole boundary of the re
onstru
tion region. If d is smaller, then they appear �rst on the

part of the boundary 
losest to x

0

. A preprint is available at www.oregonstate.edu/ fari-

dana.
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Thermoa
ousti
 Tomography Motivates a Generalized Radon Inversion

Problem

David Fin
h and Sarah Pat
h

(joint work with Rakesh)

Thermoa
ousti
 tomography as developed by Kruger et al. measures the generalized Radon

transform of integration over spheres Rf(p; t) =

R

�2S

2

f(p + t�) d�. Here the support of f

is assumed to lie in a ball and the 
enters lie on the boundary of the ball. In the physi
al

problem the 
enters are 
onstrained to lie in a hemisphere. We solve the inversion problem

assuming 
enters on the full sphere, by a formula of �ltered ba
k proje
tion type. This is

equivalent to an energy identity for solutions of the wave equations whi
h we 
an establish

in all odd dimensions. We also have uniqueness and indire
t inversion methods for other


enter sets, using wave equation methods.

Domain visualization with the fa
torization method

Natalia Grinberg

We study the Helmholtz equation Æu + k

2

u = 0 in exterior of unknown (to re
onstru
t)

obsta
le D with C

2

-boundary �. The boundary 
ondition 
an be a Diri
hlet, Newton,

Robin or mixed type. The data for domain visualization is the far �eld operator (FFO)

F : L

2

(S

2

)! L

2

(S

2

) (in R

3

)

(Fg)(�) =

Z

#

1

(�; �)g(�) d�; k is �xed ;

where #

1

(�; �) is the far �eld pattern of the s
attered plane wave #

S

(�; �) 
orresponding to

#

i

(x; �) = exp(ikx � �). The re
onstru
tion is given pointwise: for ea
h z 2 R

3

holds: the

fun
tion Q

z

(�) = e

�ik��z

2 L

2

(S

2

) belongs to the range of the 'data-to-pattern' operator G

if and only if z 2 D. To �nd R(G) we use the 'square root 
hara
terization':

R(G) = R([F

�

F ℄

1=4

) = R(jF j

1=2

) (Diri
hlet or Neumann 
ase)

resp. R(G) = R([jReF j+ ImF ℄

1=2

)(impedan
e 
ase),

or the F -
hara
terization:

z 2 D () inffjhF ;  ij : hQ

z

;  i = 1;  2 L

2

(S

2

)g > 0 :

To handle the mixed boundary problem 
ase (Diri
hlet on one part of the boundary �

1

and

Robin/Neumann on the rest �

2

) we 
an use, in prin
iple, the F -
hara
terization with test

fun
tions  subje
t to spe
ial 
onstraint. If two referen
e domains D

0

1;2

with

�

D

j

� D

0

i

; j =

1; 2 are a-priori known, then the test fun
tions for visualization of D

1

should be small on

D

0

2

and v.v. If no a-priori geometri
al information is available, we restri
t ourselves to the

test sequen
e f 

(�)

k

; k = l; : : :1g 
on
entrating at 
urve �, whi
h 
onne
ts the point z

with in�nity (it is 
onvenient to take rays). With the F -
hara
terization it is possible to

dete
t the interse
tion points of � and �.
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Dynami
 X-ray Computed Tomography

Pierre Grangeat

(joint work with S. Bonnet, A. Koenig, T. Rodet, S. Roux, P. Hugonnard, R.

Guillemaud)

Dynami
 Computed Tomography (CT) imaging aims at re
onstru
ting image sequen
es

where the dynami
 nature of the living human body is of primary interest. Con
erned

appli
ations are radiotherapy planning, image-guided interventional pro
edures, fun
tional

studies and 
ardia
 imaging. The introdu
tion of ultra-fast rotating gantries along with

multirow dete
tors and in near future area dete
tors allows a huge progress towards the

imaging of moving organs with low-
ontrast resolution. In order to 
ompensate for time

evolution and motion artefa
ts, we propose to use a dynami
 parti
le model to des
ribe the

obje
t evolution. One main interest is to pro
ess data a
quisition on several half-turns in

order to redu
e the dose delivered per rotation while keeping the same signal to noise ratio

for every frame. The proposed algorithm is based on an adaptive motion-
ompensated

temporal predi
tion along the parti
le traje
tories within the ba
kproje
tion 
omputation.

We des
ribe the dynami
 parti
le model and its approximations, the dynami
 
one-beam

CT a
quisition model and the dynami
 
one-beam re
onstru
tion algorithm asso
iated

with a 
one-beam to fan-parallel beam rebinning approa
h. Su
h an algorithm provides 4D

image sequen
es with a

urate spatio-temporal information. Results have been illustrated

on simulated data.

Referen
e: P. Grangeat, A. Koenig, T. Rodet, S. Bonnet, "Theoreti
al framework for a

dynami
 
one-beam re
onstru
tion algorithm based on a dynami
 parti
le model", Phys.

Med. Biol., August 2002 issue.

Nonlinear network tomography

F. Alberto Gr

�

unbaum

(joint work with S. Pat
h, L. Matusevi
h)

Consider a Multiterminal Network, i.e. a dire
ted graph with 3 kinds of nodes: in
oming

(sour
es), outgoing (sinks) and hidden (interior). For ea
h dire
ted edge there is an un-

known transition probability between the nodes determining the edge in question. For any

edge the 'time' for a transition is one.

The problem is to re
over as mu
h as possible of the unknown probability matrix from the

'moments' of the 'time of 
ight' for any sour
e-sink pair.

For 
ertain networks inspired by di�use tomography one 
an do an optimal job, i.e. deter-

mine exa
tly all the unknowns ex
ept for a 'natural gauge'. The dimension of the gauge

equal the number of hidden states.

In some small 
ases this inversion 
an be done by means of expli
it formulas.
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An exa
t FBP-type inversion algorithm for spiral 
one-beam CT

Alexander Katsevi
h

We dis
uss a theoreti
ally exa
t formula for inversion of data obtained by a spiral CT s
an

with a 2-D dete
tor array. The formula 
an be implemented in a �ltered ba
k-proje
tion

fashion, in whi
h the �ltering step is shift-invariant. Some properties of the formula are

studied. We �nd the dependen
e of the ba
k-proje
tion 
oeÆ
ients on the x-ray sour
e-

voxel distan
e. We show that if f is z-independent or if the pit
h of the spiral goes to zero,

the formula transforms to a familiar in the 2-D 
ase. Results of numeri
al experiments

with the formula are presented.

Inversion of the exponential ray transform in 3-D using parallel-beam data

measured from 
losed orbits

Leonid Kunyansky

We derive an expli
it inversion formula for the 3-D exponential ray transform in the 
ase

of parallel-beam measurements made from 
losed 1-D orbits, valid for the 
ase of 
onstant

attenuation. As we show, this problem 
an be redu
ed to inversion of a series of the

exponential Radon transforms in 2-D with 
omplex-valued angle-dependant attenuation.

We present an inversion formula for su
h 2-D transforms, thus solving the original 3D

problem. An interesting property of the present approa
h is that the re
onstru
tion is

possible even when the dete
tor's traje
tory does not satisfy the well-known Tuy 
ondition

| in the both attenuated and unattenuated 
ases.

3D CT: Tomosynthesis and phase 
ontrast

Alfred K. Louis

(joint work with R. M�uller, P. Jonas)

In this talk the approximate inverse is presented as a general tool to derive re
onstru
tion

formulae. It is a regularization te
hnique that allows to in
orporate invarian
e properties

of the operator in the re
onstru
tion kernel. As a �rst example the derivation of inversion

formulae for 3D CT is 
onsidered re
onstru
tions and movies from real data are presented.

The next example is tomosynthesis, a 3D CT te
hnique with a spe
ial s
anning geometry.

Here a hybrid approa
h is used. The �rst step is the 
lassi
al ba
kproje
tion. In the se
-

ond step a re
onstru
tion kernel is used that is numeri
ally determined as inverse of R

�

R.

Re
onstru
tions from a realisti
 phantom show the appli
ability of the method and the

typi
al limitations in the resolution.

As third example a holographi
 imaging te
hnique is presented whi
h leads to phase 
on-

trast tomography. This te
hnique is applied if the obje
t under 
onsideration does not

vary to mu
h, and where wave phenomena bear the information. A mathemati
al model

relating the data j(u

i

+u

s

)(x)j

2

with the 
omplex-valued obje
t is presented and nonlinear

inversion s
hemes are derived. Re
onstru
tions and movies from real data are shown also

here.
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Nonlinear multis
ale smoothing and an appli
ation in MEG imaging

Peter Maass

The MEG group at the neurophysiologi
al department at the University of T�ubingen re-

sear
h 168 
hannels of MEG data in an endeavour to determine the risk of premature birth.

The image pro
essing task is to seperate the di�erent stru
tures in the MEG data (heart

mother, heart baby, 
ontra
tion, et
.).

In the se
ond part of the talk we 
ompare di�erent 
on
epts of multis
ale smoothing and

analyse the relations between there 
on
epts. As a theoreti
al result we determine a PDE

whi
h is equivalent to Donoho shrinkage (Wavelet smoothing).

Finally we present results for di�erent appli
ations, in
luding the separation of the 
on-

tra
tions from the MEG data. This rests on a 
areful, adaptive 
hoi
e of the trun
ation

levels.

A pra
ti
al Sobolev spa
e for Compterized Tomography

Prabhat Munshi

An inverse theorem has been developed to predi
t the error in CT images obtained by

the 
onvolution ba
kproje
tion algorithm. The numeri
al veri�
ation and experimental

validation has also been 
arried out. The main advantage (of these Sobolev spa
e based

error estimates) is the predi
tion of re
onstru
tion error in 'real' CT images where the

a
tual 
ross-se
tion is not known.

The role of mi
rolo
al analysis in high-frequen
y imaging

Clifford Nolan

Geometri
al Opti
s and its generalisations using mi
rolo
al analysis represent an ideal tool

for representing the propagation and s
attering of waves.

Starting with the a
ousti
 wave equation, we review how to approximate singly-s
attered

waves. Su
h waves are viewed as perturbed pressure waves about a known ba
kground

�eld. They rise from an unknown singular (non-smooth) perturbation in sound speed

about a known referen
e speed. The data is measured for pairs of sour
es and re
eivers

on a hypersurfa
e and 
an be shown to be a 'generalised Radon Transform' of the sound

speed perturbation. We then show how singularities are mapped from the sound speed to

the data; de�ning the 's
attering relation', and explain how, when the relation is � 2 : 1

(many-to-one), artifa
ts will be generated in the ba
kproje
ted image. We have an expli
it


riterion of how to avoid artifa
ts based on where/how data is 
olle
ted and the referen
e

sound speed (whi
h is variable in general).

Finally, we present a re
ent result of G. Uhlmann and C. Nolan, where a geometri
al opti
s

expansion is developed for the Green's Tensor in a generi
 EM (Maxwell's Eq.) or linear

elasti
 system.

Dynami
 Emission Tomography

Dominikus Noll

Dynmai
 Single Photon Emission Tomography (dSPECT) visualizes the 
hanging distri-

bution of a radiopharma
enti
al in the human body. This requires new re
onstru
tion

methods, whi
h in the 
ase presented are based on nonlinear optimization methods. Clin-

i
al appli
ations are dis
ussed.
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Ray methods in di�ra
tion tomography

Vi
tor Palamodov

Any novel te
hnique for solving the inverse s
attering problem for the a
ousti
 equation

is des
ribed. Any beam like solution of the Helmholtz equation 
an be approximated by

an exa
t solution whi
h de
reased fast out of the given ray in the 
on�guration plane.

Substituting this solution together with a beam like solution of a perturbed Helmholtz

equation into the Green integral skew form gives the sharpest possible lo
alization of

the perturbation of the refra
tion 
oeÆ
ient in the phase spa
e in terms of boundary

measurements of both solutions. We 
an s
an the support of the perturbation by variation

of two rays.

Linear Methods in Mi
rowave Tomography

Mi
hele Piana

Mi
rowave Tomography (MT) is a nonlinear inverse s
attering problem whi
h is diÆ
ult

to solve be
ause it is ill-posed and generi
ally non-linear. Possible approa
hes involve

Newton-type optimization s
hemes (a

urate but typi
ally 
omputationelly heavy), lin-

earized methods (not appli
able in the 
ase of resonan
e frequen
ies) and linear sampling

methods (not yet experimentally validated). Here I des
ribe a Japanese mi
rowave tomo-

graph where the input signal is a 
hirp 
ompa
tly supported signal and the geometri
al

setup is similar to the X-ray tomography parallel beam one. In parti
ular I introdu
e a

linear model showing that, in spa
e invariant 
onditions, the image formation pro
essing


an be des
ribed by means of the 
onvolution produ
t of the devi
e response fun
tion and

the Radon proje
tion of the out
ast fun
tion. This model naturally suggests an image

restoration algorithm based on two steps: regularized de
onvolution of the 
hirp sinogram

and appli
ation of FBP to the regularized Radon proje
tion.

Tomography plus the wave equation

Eri
 Todd Quinto

(joint work with M. Agranousky, O.

�

Oktem, U. Skoglund, Side
, L. Quinto)

The author spoke about two topi
s. First, he dis
ussed a problem in ele
tron mi
ros
opy,

the re
onstru
tion of obje
ts from unevenly spa
ed limited tomographi
 data. He showed

a re
onstru
tion of an RNA mole
ule using a version of Lambda CT he developed for this

problem. This is work in 
ollaboration with Ulf Skoglund and Ozan Oktem of SIDEC

Te
hnologies in Sweden.

Se
ond, the author presented new results with Mark Agranovsky on stationary sets for the

Diri
hlet problem for the wave equation on 
rystallographi
 domains 
 in R

n

. A stationary

set is the subset of 
 where the solution to the wave equation initial boundary value

problem stays stationary for all time. We 
ompletely 
hara
terize stationary sets when

the domain is a fundamental domain of a 
rystallographi
 group generated by re
e
tions

in the boundary hyperplanes of 
. We assume the initial position is u(x; 0) = 0 and the

initial velo
ity, u

t

(x; 0) = f(x) is 
ompa
tly supported in the interior of 
. Stationary

sets, if not empty, 
onsist only of 
ross-se
tions of the domain by hyperplanes union lower

dimensional sets. The hyperplanes have well de�ned symmetry.
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Dynami
al systems method for solving linear and nonlinear ill-posed and

well- posed problems

Alexander G. Ramm

Consider an operator equation F (u) = 0 in a Hilbert spa
e. The problem of solving this

equation is ill-posed if the operator F

0

(u) is not boundedly invertible. A general method

for solving linear and nonlinear ill-posed problems in a Hilbert spa
e is presented. This

method 
onsists of the 
onstru
tion of a nonlinear dynami
al system, that is, a Cau
hy

problem, whi
h has the following properties

(1) it has global solution

(2) this solution tends to a limit as time tends to in�nity

(3) the limit solves the original linear or non-linear problem.

Examples of the appli
ations of this approa
h are given. The method works for a wide

range of well-posed problems as well.

Mathemati
al Methods in Tomography

Andreas Rieder

The �ltered ba
kproje
tion algorithm is probably the most often used re
onstru
tion algo-

rithm in 2D-
omputerized tomgraphy. For the parallel s
anning geometry we prove optimal

L

2

-
onvergen
e rates for density distribution in Sobolev spa
es. The key to su

ess is a

new representation of the �ltered ba
kproje
tion whi
h enables us to apply te
hniques from

approximation theory. Our analysis provides further a modi�
ation of the Shepp-Logan

re
onstru
tion �lter with an improved 
onvergen
e behavior. Numeri
al experiments re-

produ
e the theoreti
al predi
tions.

Mi
ro-CT: Spe
ial Challenges and Solutions

Erik L. Ritman

With the in
reasing interest in drug dis
overy and mi
ro-ar
hite
tural features of inta
t

organs, there is mu
h interest in high resolution tomographi
 imaging of small rodents.

While to some extent this involves building 'mini' versions of 
lini
al whole-body s
anners

with spatial resolution in the 0:5 � 1:0mm

3

range, the greatest interest is in in
reasing

the spatial resolution to the mi
rometer level. This latter requires 'mi
ro' s
anners, whi
h

involves both physi
s and pre
ision requirements and oppertunities not 
onsidered in the


lini
al or mini s
anners. While hardware solutions to many of these spe
ial needs 
an be

found, the limits of the hardware 
an be extended by judi
ious use of novel s
anning and

re
onstru
tion algorithms.

Examples of new developments in, and spe
ulations about, meeting these 
hallanges are

presented.
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Defe
t 
onve
tion in ve
tor �eld tomography using boundary element

methods

Thomas S
huster

The problem of 2D ve
tor �eld tomography 
onsists of re
onstru
ting a ve
tor �eld f 2

L

2

(
)

2

from the Doppler transform

Df(!; s) =

Z

hx;!i=s

h!

?

; f(x)i dl(x)

of f for �nitely many given dire
tions !

k

2 S

1

and distan
es from the origin s

l

2 [�1; 1℄.

An approximate inverse of f is 
omputed by

(f

app

)

j

(x) := S

j

u;


D

n

f(x) =

X

k;l

Df(!

k

; s

l

)�

j




(!

k

; s

l

� (x; !

k

i) ;

whi
h is a re
onstru
tion formula of �ltered ba
kproje
tion type. Using the Helmholtz

de
omposition of f

app

f

app

= f

s

+rp ;

whi
h be
omes unique postulating hn; f

s

i = 0 on �
, we obtain

kf � f

s

k

L

2

< kf � f

app

k

L

2

:

The potential part rp is determined solving the Neumann boundary problem

(�)

�

�p = r � f

app

in 
 ;

�p

�n

= hn; f

app

i on �


An approximate solution of (�) ist presented using boundary element methods, whi
h

avoids the di�erentiation of f

app

. Furthermore we get a stable and fast approximation to

the arising Newton potential using the spe
ial stru
ture of S

j

n;


and the �lter �

j




. Several

numeri
al results are shown.

Moment based tools for Doppler Ve
tor Tomography

Gunnar Sparr

Given a ve
tor �eld in some region in 2D or 3D. By Doppler Ve
tor Tomography we mean

situations where known data 
onstist of, for 'ea
h' line, the distribution (or histogram)

of the velo
ity 
omponents of the ve
tor �eld along the line. Su
h data 
an be a
hieved

e.g. by Doppler ultrasound measurements. The problem is to re
onstru
t the ve
tor �eld.

For this inverse problem uniqueness 
an not be expe
ted, as shown by simple examples

of ve
tor �elds having the same velo
ity distribution for every line. In the planar 
ase,

by 
onsidering moments of di�erent orders of su
h velo
ity distributions, a new transform

is de�ned, the M-transform. It is shown that for ea
h order, the M-transform 
an be

expressed as a di�erential operator a
ting on the �eld 
omponents. Re
ursion formulas

for M-transforms of di�erent orders are derived, with the impli
ation that the ve
tor �eld

has to ful�l one Poisson equation, one Monge-Ampere equation, and an in�nite set of

algebrai
 equations, with 
oeÆ
ients des
ribed by M-transforms of di�erent orders. In

parti
ular, at ea
h point the number of solutions has an upper limit of six. (Referen
e:

Fredrik Andersson, Li
.Thesis, Lund 2002.)
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Evaluation of Radi
al Fun
tions by Fast Fourier Transforms at Nonequispa
ed

Knotes

Gabriele Steidl

We develop a new algorithm for the fast evaluation of radial fun
tions

f(y

j

) =

N

X

k=1

�

K

K(ky

j

� x

K

k)

at knots y

j

2 R

2

(j = 1; : : :M) based on the re
ently developed fast Fourier transform at

nonequispa
ed knots. Our algorithm is simply stru
tured so that it 
an easily be adapted

to di�erent kernels. This holds in parti
ular for our regularization pro
edure whi
h is

ne
essary for singular kernels. For these kernels our algorithm needs O(N log

p

N+N+M)

arithmeti
 operations, where the 
onstant of proportionality depends only on the pre
ision

required. The 
omplexity redu
es further to O(N +M) arithmeti
 operations for smooth

kernels. We prove error estimats to obtain 
lues about the 
hoi
e of the involved parameters

and present numeri
al examples for various frequently applied singular and smooth kernels

in two dimensions.

On Novikov's inversion formula for the attenuated Radon transform

Jan-Olav Str

�

omberg

(joint work with J. Boman)

The inversion formula holds for weighted Radon transforms for attenuated weights �(�; x) =

exp(�

R

1

0

�(x+t�

?

) dt). The formula 
an be proved by rather elementary arguments: using

polar 
oordinates, a 
hange of the order of integration and the 
al
ulation of three simple

residue integrals. With a sligt 
hange in the formula it will also hold for a 
lass of weights

whi
h is somewhat larger than the 
lass of attenuated weights. We also observe that with a


areful formulation of the inversion formula it will hold also when the attenuation fun
tion

�(x) is 
omplex valued.

Three-Dimensional Re
onstru
tion by Chahine's Method from Proje
tions

Corrupted by Ele
tron Mi
ros
ope Aberrations

J. P. Zubelli

(joint work with R.Marabini, C.O.S.Sorzano and G.T.Herman )

A proje
tion image obtained by an ele
tron mi
ros
ope 
an be 
on
eived of as an \ideal"

proje
tion subje
ted to a 
ontrast transfer fun
tion (CTF), whi
h eliminates some fre-

quen
ies and reverses the phase of others. The aberration 
aused by the CTF makes

the problem of re
onstru
tion from su
h data diÆ
ult. We reformulate the problem so

that Chahine's method be
omes appli
able to it. We substantiate our results with ample

numeri
al eviden
e using both simulated and a
tual ele
tron mi
ros
opy data.

Edited by Peter Jonas
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