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Introduction by the Organisers

The workshop Computational Group Theory was the fifth of this title held at
Oberwolfach. It was attended by 54 participants with broad geographic represen-
tation from four continents. Among the participants were 10 young researchers,
visiting Oberwolfach for the first time, some of them still graduate students. We
are grateful for the special EU funds making their visits possible.

The lecture program was divided into two sections. In the first we had a series
of four invited longer lectures, 50 minutes each, given by distinguished, selected
participants, surveying recent major developments in their fields. The first of these
lectures was held by Eamonn O’Brien (Auckland), who gave a talk on “The latest
developments in the matrix groups computation project”. The second was given
by Bill Kantor (Eugene) on “A presentation of presentations”, introducing the re-
markable result that all finite simple groups (except possibly 2G2(3

2k+1)) can be
presented by a bounded number of generators and relations. In the third talk in
this series Michael Vaughan-Lee (Oxford) reported on the recently completed clas-
sification of all p-groups of orders p6 and p7. Finally, Gregor Kemper (München)
surveyed new developments in Computational Invariant Theory.

The other section was made up of 37 short twenty-minute lectures on new work
or work in progress. We aimed at giving preference to the younger participants
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to present their results. This program structure prompted positive feedback by
many participants.

The short talks reported on various computational aspects—data structures,
algorithms, complexity, computer experiments—in a broad range of topics, in-
cluding matrix groups, p-groups, finitely presented groups, permutation groups,
representation theory of groups, invariant theory, group cohomology, Lie algebras
and combinatorics. The analysis of algorithms requires a thorough theoretical
background in the respective fields.

The talks also revealed the close interrelationship between the different topics.
Work for finite p-groups uses Lie rings and algebraic groups, matrix group algo-
rithms rely on methods for finitely presented groups as well as on representation
theory, work on permutation groups uses representation theoretic information.
The computational solution of open problems such as the construction of Brauer
character tables or the cohomology rings of sporadic groups usually requires the
application of almost all the known techniques. Methods from other parts of com-
puter algebra, e.g., Gröbner bases, come into play in computational cohomology
theory as well as in the construction of matrix groups which are factor groups of
specific finitely presented groups, e.g., Hurwitz groups.

Despite the relatively large number of talks at this workshop, there was plenty
of time for discussions. Needless to say that this time was well spent: numerous
collaborations were continued and various others were started.
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Abstracts

The matrix group recognition project: recent developments

Eamonn A. O’Brien

In this lecture we surveyed recent developments on the matrix group recognition
project. This project seeks to develop effective well-understood algorithms for the
study of subgroups of GL(d, q).

The geometric approach investigates whether a linear group G satisfies certain
natural and inherent properties in its action on its underlying vector space. If so,
it determines an Aschbacher category of G, identifies an N⊳G naturally associated
with this category, and recursively studies G/N and N .

We reported on two new algorithms to decide membership in Aschbacher cat-
egories: work of Glasby, Leedham-Green and O’Brien [7] for the “smaller field
modulo scalars” case; and work of Brooksbank, Niemeyer and Seress [6] for the
“normaliser of extra-special group” case. At this time, algorithms exist to decide
membership in the geometric categories; however not all have a rigorous analysis.

The black-box group approach, initiated by Babai and Beals [1], determines
the abstract group-theoretic structure of G. Every finite group G has a series of
characteristic subgroups

1 ≤ O∞(G) ≤ Soc∗(G) ≤ Pker(G) ≤ G,

where O∞(G) is the largest soluble normal subgroup of G. Here Soc∗(G)/O∞(G)
is the socle of the factor group G/O∞(G), and so Soc∗(G)/O∞(G) is isomorphic
to a direct product T1 × · · · × Tk of nonabelian simple groups that are permuted
by conjugation in G; further Pker(G) is the kernel of this permutation action.
Variations of these ideas are used by Cannon and Holt as components of group-
theoretic algorithms. Recently Mark Stather has developed a version of Kantor’s
Sylow p-subgroup algorithm which exploits this structure.

The immediate goal is to construct the composition or chief factors of the group.
The major outstanding task is to write an element of the group as a straight-line
program in the generators of the group.

We also considered the algorithm of Bray [4] to construct the centraliser of an
involution. Recent results of Parker and Wilson [11] establish that this algorithm
runs in polynomial time. We then discussed some recent algorithmic applications
of involution centralisers. These include:

(1) Determine the characteristic of a black-box group of Lie type (Liebeck and
O’Brien, [10]). This is significant since knowledge of the characteristic is a
prerequisite both to applying the algorithms of [3] to name a finite simple
group and to the various black-box constructive recognition algorithms.

(2) Decide whether a matrix group or black-box group of known characteristic
is simple. Parker and Wilson [11] and Sukru Yalcinkaya independently
answer this challenge problem originally posed by Babai and Shalev [2].
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(3) The “centraliser-of-involution” constructive membership algorithm which
is applicable to groups of Lie type in odd characteristic and to sporadic
groups [9].

(4) Constructive recognition of classical groups: ongoing work of Leedham-
Green and O’Brien.

Most of the algorithms for working with matrix groups are Monte Carlo. To
upgrade them to Las Vegas requires knowledge of “short presentations” for finite
simple groups. Recently there has been spectacular progress in this direction.
Guralnick, Kantor, Kassabov, and Lubotzky [8] prove that every non-abelian finite
simple group of rank n over GF(q) with the possible exception of 2G2(q) has a
presentation with a bounded number of generators and relations and total length
O(log n+ log q).

Components of this work are of independent interest. In particular their work
and that of Bray, Conder, Leedham-Green and O’Brien [5] show that Sn and An

have bounded presentations of length O(log n).
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The explicit isomorphism problem for the Big Ree groups

Henrik Bäärnhielm

In the matrix recognition project a goal is to develop efficient algorithms for the
study of subgroups of GL(d, q). The classification due to Aschbacher (see [1])
provides one framework for this, and the first aim is to develop an algorithm that
finds a composition series of a matrix group given by a set of generators. It is
possible to do this with a recursive algorithm, and the recursion is described in
[8]. However, we still have to deal with the base cases, which are the finite simple
groups.

The simple group is given as G = 〈X〉 where X ⊆ GL(d, q) for some degree d
and field size q, and some problems that arise in the base cases are the following:

(1) The problem of recognition or naming of G, i.e. decide the name of G, as
in the classification of the finite simple groups.

(2) The constructive membership problem. Given any g ∈ GL(d, q), decide
whether or not g ∈ G, and if so express g as a word in X .

(3) The explicit isomorphism problem. Construct an isomorphism ψ from G
to a standard copy H of G such that ψ(g) and ψ−1(h) can be computed
efficiently for any g ∈ G and h ∈ H .

Here we are concerned with the last problem for the Big Ree groups, one of the
exceptional families of finite simple groups, denoted 2F4(q) where q = 22m+1 for
some m > 0. By [7] and [11], we are only interested in the case when we are given
a representation of 2F4(q) in characteristic 2. By [12], any such representation is
a tensor product of twisted copies of representations of dimensions 26, 246 and
4096.

Using [9], we can restrict ourselves to one of these representations, and here
we will only consider dimension 26, the natural representation. All subgroups of
GL(26, q) that are isomorphic to 2F4(q) are conjugate, and the standard copy is
one of these conjugates. The explicit isomorphism problem then reduces to the
following:

Let S 6 GL(26, q) be the standard copy of 2F4(q). Given X ⊆ GL(26, q) such
that 〈X〉 ∼= 2F4(q), find g ∈ GL(26, q) such that 〈X〉g = S.

Since we have no method for finding standard generators of 〈X〉, the problem is
not a trivial MeatAxe module isomorphism problem (see [5] and [6]). Instead, we
use the fact that 2F4(q) has a maximal subgroup of shape Sz(q) ≀ 2 (see [10]). We
have an algorithm that finds involutions in 2F4(q), and using this together with
[4] we can find this maximal subgroup in 〈X〉 and S.

Using [2] we can then find standard generators of these Suzuki groups, solve
a module isomorphism problem and end up with an algorithm for our explicit
isomorphism problem.

This way we obtain a polynomial time algorithm, given an oracle for the dis-
crete logarithm problem in Fq. It has been implemented in Magma (see [3]) and
performs very well in practice.
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Black box recognition of finite groups and related group theoretic
constructions

Şükrü Yalçınkaya

Let X be a black box group with the property that X/Op(X) is a finite simple
group of Lie type of odd characteristic p, where Op(X) is the p-core (or “unipotent
radical”) ofX . Our principal aim is to recognize the groupX , namely, determining
whether Op(X) 6= 1 and finding the structure of X/Op(X) with any given degree
of certainty. The main algorithm is the construction of long root SL2(q)-subgroup
in a finite quasi-simple group Lie type over a field of odd size q. The algorithm is
based on the analysis of the structure of centralizers of involutions which is in turn
a computational version of Aschbacher’s “Classical Involution Theorem” [1]. In
this talk, I will also present an algorithm which decides whether Op(X) 6= 1. For
the recognition of X/Op(X), Curtis-Tits presentations [4, 5] will be constructed,
in other words, we will construct all “subsystem” subgroups of X/Op(X) which
can be read from the extended Dynkin diagram of the corresponding simple group.
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Constructive Sylow Theorems

Mark Stather

Let G be a finite group and r a prime. Sylow’s Theorem states that if rk is the
largest power of r dividing the order ofG then there exists a subgroup of G of order
rk, moreover any two subgroups of order rk are conjugate in G. Computationally
one may view Sylow’s Theorem as the following two problems -

Given a finite group G and a prime r -

(1) Write down generators for a Sylow r-subgroup of G.
(2) Given P, S ∈ Sylr(G) find g ∈ G such that P g = S.

We present algorithms to solve these problems for any finite group G. These
methods are based on those by Kantor in [1] and Kantor, Luks and Mark in [2].
If T is a nonabelian simple group occurring as a composition factor of G then we
reduce problems (1) and (2) above to the following 4 problems in T :

(I) Construct a Sylow r-subgroup of T .
(II) Given P, S ∈ Sylr(T ), find g ∈ T such that P g = S.

(III) Compute a PC presentation of a Sylow r-subgroup of T .
(IV) Given an automorphism θ of T with |θ| 6 | |T |, find a Sylow p-subgroup of

T normalised by θ, where p is the characteristic of T .

Practical solutions to problems (I),(II) and (III) in the case where T is a classical
group are given in [3]. We also make use of well known algorithms to solve problems
(1) and (2) in soluble groups defined by a PC presentation.

The major difference between this approach and that of Kantor is the use of
the, so called, Trivial Fitting model for G. In short, Kantor’s algorithms involves
lifting a Sylow r-subgroup through a normal series of the group using the Frattini
argument. That is, given H EG with [G : H ] = r, and S ∈ Sylr(H) we construct
a Sylow r-subgroup P of G as follows:

Let g ∈ G/H . Find h ∈ H such that Sgh = S, then |gh| = rαb, with (r, b) = 1.
Then P = 〈S, (gh)b〉 ∈ Sylr(G).

In particular Kantor’s algorithms require a large number of recursions into
subgroups of G.

We attempt to minimise the number of these recursions by making use of the
Trivial Fitting model. Every finite group has a series of characteristic subgroups

1 ≤ O∞(G) ≤ soc∗(G) ≤ Pker(G) ≤ G

We define soc∗(G) to be such that soc∗(G)/O∞(G) = soc(G/O∞(G)) and so
is isomorphic to a direct product of nonabelian simple groups. Let ∆ be the
set of all nonabelian simple groups contained in soc∗(G)/O∞(G), then G acts
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on ∆ by conjugation. We define Pker(G) to be the kernel of this action and so
G/Pker(G) is isomorphic to a subgroup of Sym(∆). Now conjugation by G induces
a monomorphism α : G → Aut(soc∗(G)/O∞(G)) and α(Pker(G)) lies inside the
subgroup of Aut(soc∗(G)/O∞(G)) that fixes all the nonabelian simple groups. So

α(Pker(G))/α(soc∗(G))

lies inside a direct product of outer automorphism groups of nonabelian simple
groups, hence Pker(G)/soc∗(G) is soluble by the Schreier conjecture and the Clas-
sification of Finite Simple Groups. For more details see [4], chapter 10.

If G is a matrix group defined over a finite field then we may use the meth-
ods described in my PhD thesis [5] to construct this characteristic series. If G
is a permutation group then we may use the methods described by Cannon and
Holt in [6]. Either of these methods will give us a PC presentation of O∞(G) and
Pker(G)/soc∗(G). It should also be noted that constructive recognition algorithms
are required for the nonabelian simple groups in soc∗(G)/O∞(G) so that we may
work in the standard copy.

During the talk we outlined a practical solution to problem (IV) in the clas-
sical groups and gave an overview of a solution to (1) for a general finite group.
It remains to provide solutions to problems (I),(II),(III),(IV) for the exceptional
groups and problems (I),(II) and (III) for the sporadic groups ((IV) does not arise
in this case). Henrik Bäärnhielm has provided solutions to (I),(II) and (III) for the
Suzuki groups and a number of the sporadics are small enough to be dealt with
using standard techniques. The author is in the process of developing a practical
implementation of these algorithms in Magma.
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Computing Linear Codes and Orbits on Sets

Anton Betten

The purpose of this note is two-fold. First we consider the problem of computing
isometry classes of linear codes. Secondly, we consider the general problem of
computing orbits of groups on sets, including the problems of computing set-
stabilizers and set-isomorphisms. This gives the famework in which the problem of
computing codes can be solved. On the algorithmic side, we discuss the algorithm
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n\k 3 4 5 6 7 8 9 10 11 12 13 14

10 52 419 44 34

11 6 5 430 42 33

12 66 6 4214 441 42 32

13 7 66 515 4580 445 4 3
14 8 7 66 511 41488 448 4 3
15 83 8 7 65 56 43473 443 4 3
16 812 84 8 6180 63 5 47456 447 4
17 92 818 84 73 6377 6 5 414390 439 3129

18 10 8108 834 82 72 6918 6 425024 433 3113

19 106 97 8411 828 8 7 61700 531237 439302 425 391

20 11 103 93 81833 826 8 7 61682 514135 424

21 1027 102 812 8 7 6739 52373

22 1037 9248 89 8 7 6128 5128

23 1029 929 88 8 7 68 5
24 106 89 8 6

Table 1. Isometry Classes of Optimal Indecomposable Binary Codes

known as “Orderly Generation” as well as the more recent invention of Schmalz,
known as “Snakes and Ladders” (or “Leiterspiel” [9]).

In 1960, David Slepian writes in [10]:

“The task of analyzing group codes would be greatly simplified if a
canonical form could be found for each equivalence class of Ω-
matrices. That is, for a given n and k, we should like to be able
to write down one generator matrix from each equivalence

class. This would provide a simple means of describing each of
the essentially different (n, k)-codes.”

The purpose of this note is to report on a practical approach for solving this
problem. The solution relies on machinery from Computational Group Theory.

Contrary to many other approaches for computing codes (cf. [4], Chapter 7), we
refine the problem by requiring that the minimum distance of the codes searched
for be high.

As a result of the search, the author determined the number of isometry classes
of optimal indecomposable binary linear codes as presented in Table 1. For small
n and k, the table indicates the optimal minimum distance of binary (n, k)-codes
as well as the number of isometry classes (in the exponent).

The construction of isometry classes turns out to be an orbit-type problem. In
essence, the semilinear isometry classes of (n, k) codes over GF(q) with minimum
distance at least d are in one-to-one correspondence to the orbits of PΓL(n− k, q)
on n-sets of points from PG(n−k−1, q) with the property that any d−1 points are
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independent. To compute these orbits, the author applied the algorithm “Snakes
and Ladders” which proceeds inductively in a breadth first manner.

On the other hand, the algorithms of orderly generation due to Read [8],
Faradžev [3] and McKay [7] also allow to compute orbits of groups on sets. These
algorithms rely on a technique known as “partition backtrack” (cf. [5, 6]) to com-
pute a “canonical form”, which is simply a well-defined representative of an orbit
(it may be the lexicographically least element in the orbit or it may be something
else). The purpose of these canonical representatives is to do “isomorph rejec-
tion”, which means that within the search we should never consider isomorphic
partial solutions (i.e., sets which come from the same G-orbit, where G is the act-
ing group). The complexity of partition backtrack is exponential in the size of the
input, which makes it the dominating step in these algorithms. The idea behind
“Snakes and Ladders” is to avoid backtrack as much as possible and thereby gain
speed. The price is an increased demand in terms of storage. Essentially, one
trades times versus memory. This may pay off well in the top of the search tree,
where the pruning due to the symmetry group is very effective. On the other hand,
it may become too costly at deeper levels of the search, in which case one might
consider doing no group reduction at all from a certain point on.

For a more detailed description of the search, we refer to Chapter 9 of [2].
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Computational group theory problems arising from computational
design theory

Leonard H. Soicher

1. DESIGN

The DESIGN package [9] for GAP [4] can construct, classify, partition and study
block designs satisfying a very wide range of user-specified properties. The designs
may be t-designs (simple or non-simple), but in general need not have constant
block-size nor constant replication-number. The DESIGN package has already been
used to generate, classify and study many new designs of interest to combinatori-
alists and statisticians; see, for example [1, 2, 3].

2. Linton’s SmallestImageSet

In the course of developing the DESIGN package and using it to classify block
designs, some interesting problems in (computational) group theory arose, the
first being the need for algorithms to determine canonical orbit representatives.
One very useful such algorithm I now use in design (and clique) classification
is Steve Linton’s SmallestImageSet, which, given a permutation group G on
Ω = {1, . . . , n}, and a subset S of Ω, determines the lexicographically least set in
the G-orbit of S (see [8]). The use of canonical set-orbit representatives allows
pairwise G-isomorph-rejection to be accomplished by determining the canonical
representative of each set under consideration, sorting these representatives, and
removing duplicates.

I now suggest that for every action of a group G on a finite set Ω we should
consider how best to define a canonical element in a G-orbit, and given such a
definition, develop algorithms to determine:

• given α ∈ Ω, whether or not α is the canonical element in αG;
• given α ∈ Ω, the canonical element in αG;
• given α ∈ Ω, an element g ∈ G such that αg is the canonical element in
αG.

3. Friendly subgroups

When John Arhin (my PhD student) and I were classifying various designs
invariant under given groups, the following concept naturally arose twice.
Definition A subgroup H of a group K is a friendly subgroup of K if every
subgroup of K isomorphic to H is conjugate in K to H .

Proposition 1. Suppose G acts on a set Ω, and let α, β ∈ Ω, with H a friendly
subgroup of Gα and H a subgroup of Gβ. Then α and β are in the same G-orbit
if and only if they are in the same NG(H)-orbit.
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Proof. The if-part is trivial. For the converse, suppose x ∈ G with αx = β. Then
Gβ = (Gα)x, and so Hx is a friendly subgroup of Gβ . Since H ≤ Gβ , it must be
conjugate in Gβ to Hx, and so there is a y ∈ Gβ with Hxy = H . We thus have
xy ∈ NG(H) and αxy = βy = β. �

Proposition 2. Suppose G acts on a set Ω, and let α, β ∈ Ω, with H a friendly
subgroup of Gα. Then if β is in the same G-orbit as α, every subgroup of Gβ that
is isomorphic to H is conjugate in G to H.

Proof. Suppose x ∈ G with αx = β. Then Gβ = (Gα)x, and so Hx is a friendly
subgroup of Gβ . Thus, if J ≤ Gβ with J ∼= H , then J is conjugate in Gβ to Hx,
and so J is conjugate in G to H . �

When classifyingH-invariant objects up toG-equivalence (that is, up to being in
the same G-orbit), for a given H ≤ G, Proposition 1 allows us to avoid many tests
to determine G-equivalence when NG(H)-orbit representatives of the H-invariant
objects have been determined. (For such an NG(H)-orbit representative α, if H is
a friendly subgroup of Gα then no G-equivalence tests involving α are required.)

When classifying Hi-invariant objects for various pairwise isomorphic, but non-
conjugate, subgroups Hi of G, Proposition 2 allows us to avoid many tests to
determine when an Hi-invariant object is G-equivalent to an Hj-invariant one.
(For a given Hi-invariant α, if Hi is a friendly subgroup of Gα, then α cannot be
in the same G-orbit as an Hj-invariant object, when i 6= j.)

It is often possible to use cheap computational tests to confirm that a subgroup
H of a finite group K is a friendly subgroup (when it is such a subgroup), making
use of the following result.

Theorem 1. Let K be a finite group and H a subgroup of K. Then H is a friendly
subgroup of K if one or more of the following holds:

(1) H = K;
(2) K is cyclic;
(3) H is a Hall subgroup of K (i.e. gcd(|H |, |K : H |) = 1)) and H is super-

soluble (see [7]);
(4) H is a nilpotent Hall subgroup of K (such as a Sylow subgroup), or more

generally, H is a friendly subgroup of a nilpotent Hall subgroup of K (see
[10]);

(5) K is soluble and H is a Hall subgroup of K, or more generally, K is soluble
and H is a friendly subgroup of a Hall subgroup of K (see [6]).

It is worth noting that F. Gross employs the Classification of Finite Simple
Groups to prove that an odd-order Hall subgroup of a finite group is a friendly
subgroup of that group (see [5]), but I prefer not to use this sledgehammer to crack
the odd nut.
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[2] P. Dobcsányi, D.A. Preece and L.H. Soicher, On balanced incomplete-block designs with
repeated blocks, European J. Combinatorics, to appear. Preprint available at:
http://designtheory.org/library/preprints/
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Constructing algebraic Lie algebras

Willem de Graaf

Here we work over a field F of characteristic 0. A Lie algebra of n×n-matrices over
F is called algebraic if it is the Lie algebra of an algebraic group. Chevalley ([1])
has developed a theory of algebraic Lie algebras from which it follows that there
is a unique smallest algebraic Lie algebra containing a given Lie algebra L. This
is called the algebraic hull of L. In this talk we address the problem of computing
a basis of the algebraic hull of a given matrix Lie algebra.

Results by Chevalley reduce the problem of finding the algebraic hull of L to the
case where L is spanned by a single semisimple matrix X . Moreover, in this case
Chevalley described the algebraic hull as follows. Let α1, . . . , αn be the eigenvalues
of X in an extension F ′ ⊃ F . Set

Λ = {(e1, . . . , en) ∈ Zn |
∑

i

eiαi = 0}.

Let U be an n× n-matrix over F ′ such that UXU−1 = Y is diagonal with the αi

on the diagonal. Then the algebraic hull of (the Lie algebra spanned by) Y is

g(Y ) = {diag(a1, . . . , an) | ai ∈ F
′,

∑

i

eiai = 0 for all (e1, . . . , en) ∈ Λ}.

Furthermore, the algebraic hull of X is g(X) = U−1
g(Y )U . This Lie algebra is

defined over F ′, but has a basis over F , which spans the algebraic hull over that
field. Chevalley has also proved that g(X) is contained in the associative algebra
generated by X . This leads to an elegant algorithm for computing g(X). We write
down a basis of the associative algebra A(Y ) generated by Y . The description
above of g(Y ) leads to linear equations on the coefficients of an element of A(Y )
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that have to be satisfied in order that it belongs to g(Y ). These equations have a
solution basis over F , which immediately gives a basis of g(X).

The main problem with the algorithm above is the need for constructing the
splitting field F ′ of the characteristic polynomial of X . Since in practice the
construction of F ′ can pose severe problems, we would like to have an algorithm
that avoids constructing this field. In the talk an algorithm is presented that works
in many special cases. For this we suppose that the ground field is Q, and that the
characteristic polynomial of X is irreducible. In that case there are algorithms to
compute the Galois group G of the characteristic polynomial of X .

It is straightforward to see that ΛQ = Λ ⊗ Q is a G-module, in fact it is a
submodule of the permutation module M of G. Let M be spanned by v1, . . . , vn.
Then M splits as a direct sum of G-modules M = M0 ⊕M1. Here M0 consists
of all

∑
i aivi such that

∑
i ai = 0 and M1 is spanned by v1 + · · · + vn. Now

M0 cannot be a submodule of ΛQ as in that case all αi would be equal. It is
well-known that if G is 2-transitive then M0 is irreducible. It can be proved that
the same holds (over Q) when n is prime. So in these cases we have ΛQ = 0 or
ΛQ = M1. Moreover, it can be shown that ΛQ = M1 if and only if Tr(X) = 0.
Hence if G is 2-transitive or n is prime we can determine Λ without constructing
F ′. Finally, if ΛQ = M1 then it can be shown that g(X) consists of all X ′ in A(X)
with Tr(X ′) = 0. It follows that in the special cases where G is 2-transitive or n
is prime we have a straightforward algorithm for determining g(X).

More generally if M has a unique direct sum decomposition as G-module we can
determine ΛQ. This works as follows. In every direct summand we take a vector.
Then we use p-adic approximations to the roots to determine whether this vector
occurs in ΛQ. It does if and only if the whole direct summand is contained in ΛQ.
This can be carried out in practice because there are algorithms for computing G
that also supply p-adic approximations to the roots, in the order in which G acts
on them ([2]). These algorithms are implemented in the computer algebra system
Magma.

Once we have Λ we construct the splitting ring of the characteristic polynomial
of X . To the defining ideal of this ring we add relations that immediately follow
from Λ. We compute a Gröbner basis of this ideal, and work in the quotient ring.
Then we use this ring in place of F ′. It is higher dimensional than F ′, but in
many cases easier to work with. However, there are also cases where the Gröbner
basis computation does not terminate in reasonable time. One advantage of this
algorithm is that it can also be used “symbolically”. Using it we have determined
the algebraic hull of every semisimple 4× 4-matrix.

This research is part of an ongoing project. Remaining problems are to deter-
mine Λ from decimal or p-adic approximations to the roots, without constructing
G, or assuming that the characteristic polynomial is irreducible. The second prob-
lem is to determine g(X) from Λ, again using approximations to the roots. In the
research a lot of use was made of the computer algebra system Magma ([3]).
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LieAlgDB — A database of Lie algebras

Csaba Schneider

I reported on an ongoing project whose aim is to extend and verify some known
classifications of small-dimensional Lie algebras and to make such classifications
available in computational algebra packages, such as GAP [2]. This has been
carried out in collaboration with Willem de Graaf and Marco Costantini.

Databases now form an important feature of computational algebra systems.
They provide an easy means for accessing classifications theorems, and they also
make it easier to verify the validity of such results. The Millennium Project [1] led
by Besche, Eick and O’Brien aimed at classifying finite groups of order up to 2000
and making the classification available in computational algebra systems, such as
GAP [2]. Our aim is to classify small-dimensional Lie algebras, as far as we can
proceed, and also to make our results accessible in GAP.

I reported in more details on a particular aspect of this work, namely the
classification of nilpotent Lie algebras over finite fields. I implemented an adap-
tation of O’Brien’s p-group generation algorithm in GAP and used it to classify
7-dimensional nilpotent Lie algebras over F2, F3, F5, and nilpotent Lie algebras up
to dimension 9 over F2; see [5]. Using the theory of the algorithm, I also obtained
a classification of 6-dimensional Lie algebras over finite fields of odd characteristic.
These classifications are available on my Web page (www.sztaki.hu/∼schneider).

I also reported on related work by Willem de Graaf and Helmut Strade. Using a
method based on Gröbner bases, de Graaf obtained a classification of solvable Lie
algebras of dimension at most 4 over an arbitrary field [3], and a classification of
nilpotent Lie algebras of dimension 6 over a field whose characteristic is not 2 [4].
Using recent results on simple modular Lie algebras, Strade obtained a classifica-
tion of non-solvable Lie algebras of dimension at most 6 over finite fields [6].

The classifications mentioned above will be included in the forthcoming GAP

package LieAlgDB.
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Algorithms for finite-dimensional modules

Peter A. Brooksbank

(joint work with Eugene M. Luks)

Let Ω be a finitely generated algebra over an arbitrary field F . Assume that Ω-
modules are given by specifying the action of a fixed generating set {ω1, . . . , ωn} of
Ω on an appropriate F -space. Thus an Ω-module M is given by a set A ⊂Md(F ).

We present a deterministic algorithm to decide whether two given Ω-modules
are isomorphic and, if they are, produce an isomorphism. The algorithm works
over any field in which it is possible to perform basic linear algebra, and the total
number of field operations it uses is polynomial in d|A|.

The algorithm employs an efficient method for constructing non-nilpotent ele-
ments of non-nilpotent algebras. More precisely, if Env(X) = spanF (X) is the
enveloping algebra generated by X ⊂ Md(F ) (here X denotes the semigroup
generated by X), and Env(X) is not nilpotent, then there is a (deterministic)
polynomial-time algorithm to construct a non-nilpotent element of X.

The algorithm for module isomorphism appears to have practical possibilities
and implementations tailored to specific algorithmic settings are being developed.
Other applications for non-nilpotent elements of non-nilpotent algebras are also
being investigated.

Homological Algebra in GAP

Klaus Lux

(joint work with Thomas Hoffman, Robert Pawloski)

We report on two packages for the computer algebra system GAP that deal
with homological Algebra for finite groups. The general aim of these packages is
to compute the so called Ext-algebra for the group algebra FG of a finite group
G over a finite splitting field F . The main emphasis of the approach described
in the sequel is on the case where G is a finite simple group. The Ext-algebra is
an important homological invariant and can be used to recover FG-modules from
their composition factors. It is defined as

Ext(FG) := ⊕ExtkFG(S, T )

where the sum is over all simple FG-modules S, T (up to isomorphism) and all

k ∈ N. Here ExtkFG(S, T ) is the set of exact sequences of FG-modules starting
in T and ending in S modulo a suitable equivalence relation. Splicing of long
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exact sequences induces a multiplication on Ext(FG), which turns Ext(FG) into
a finitely generated, graded, associative F -algebra.

The first package, Basic, by T. Hoffman and K. Lux, deals with the construction
of the basic algebra B for the group algebra FG. B is defined as the smallest (up
to isomorphism) F -algebra Morita equivalent to FG. The package constructs the
basic algebra as a matrix algebra over F but a presentation of B as a quotient of a
particular path algebra can be easily derived from this matrix representation. The
basic algebra B is therefore both interesting from the theoretical and the algorith-
mic point of view. For applications in homological Algebra the important fact is
that the Ext-algebra of B and the Ext-algebra of FG are isomorphic as graded
F -algebras. It is therefore sufficient to determine Ext(B) in order to determine
Ext(FG).

The computation of the basic algebra is performed in two steps:
First, Basic finds a subgroup H of G whose order is not divisible by the char-

acteristic of F , such that the subalgebra eHFGeH of FG is Morita equivalent to
FG. Here we denote by eH the fixidempotent of FG that is eH := 1

|H|

∑
h∈H h.

In a second step the package constructs all the projective indecomposable mod-
ules of eHFGeH up to isomorphism and derives the basic algebra as the eHFGeH -
endomorphism ring of the progenerator that is the direct sum of all the projective
indecomposable modules (upto isomorphism). This leads to the explicit descrip-
tion ofB as a matrix algebra. A wide range of examples of basic algebras computed
with Basic can be downloaded from T. Hoffman’s home page.

The second package, Homology, by R. Pawloski and K. Lux, takes as input the
basic algebra in the form as computed by Basic. Moreover, in order to compute
the Ext-spaces Extk

B(S, T ) it uses the computationally preferable description of
theses spaces using minimal projective resolutions of the corresponding simple B-
modules. More specifically it computes the minimal projective resolutions for all
the simple B-modules up to a certain bound. From these projective resolutions the
Ext-spaces are derived in a straightforward manner. The product of two elements
α ∈ Extk

B(S, T ) and β ∈ ExtmB (T, U) is performed by using a lift of α to a chain
map between the corresponding minimal projective resolutions.

To find a minimal set of generators for the Ext-algebra up to the bound given,
the package then uses an inductive approach. A complete set of relations satis-
fied by the generators found is determined and an application of a Gröbner basis
algorithm gives a Gröbner basis for the corresponding ideal.

At the moment a crucial improvement would be a criterion which guarantees
that a generating set for the Ext-algebra of FG can be found below a certain
bound. Up to now, no practical bound seems to exist.
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Generating condensed algebras in practice

Felix Noeske

The Modular Atlas project [4] strives to compute the modular character tables,
or equivalently the decomposition matrices, of the almost simple groups whose
ordinary tables are given in the Atlas of finite groups [1]. For the sporadic simple
groups in particular there are still many open problems whose sizes render a direct
computational approach with the MeatAxe [7] infeasible. A valuable tool to
regain computational tractability is the condensation method (see, for example,
[8]), as it allows us to restrict our attention to subspaces of the considered modules,
thus leading to much smaller problem sizes.

To make this transition precise let G be a finite group, F a field of charac-
teristic p > 0 and e ∈ FG an idempotent. For practical purposes we usually
consider e := 1/|K|

∑
k∈K k for some subgroup K ≤ G whose order is coprime

to p. Then instead of the FG-module V we consider its subspace V e which is
a module for the condensed algebra eFGe. There is a strong link between the
algebras FG and eFGe, as, for example, condensation maps composition series of
FG-modules to composition series of eFGe-modules and both algebras may even
be Morita-equivalent. Therefore many questions regarding the FG-module V may
be answered by studying the generally much smaller eFGe-module V e.

The drawback of applying condensation is the problem that in general we do not
know how to generate the condensed algebra eFGe with sufficiently few elements
that still adhere to a computational treatment. This constitutes the so called
generating problem. In particular, it is in general not true that a generating set
of FG condenses to a generating set of eFGe. It is important to remember that
we can only study a module V for a particular algebra A with the MeatAxe by
providing the latter with a set of matrices which generate an algebra isomorphic
to the image of A under the representation afforded by V . Hence if we cannot
assert that the proposed generators (the input to the MeatAxe) generate the
whole condensed algebra, we have to assume that the information given by the
MeatAxe refers to the restricted module VC for some subalgebra C ≤ A. Gaining
results for the condensed module from this can be tedious and in the past a lot of
effort has gone into developing techniques to bridge this gap.

Here we present two new methods to assure generation (see also [5]).
Firstly, let H ≤ G be any subgroup and choose any idempotent e ∈ FH as

the condensation idempotent. We may assume that we know how to generate
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the condensed algebra eFHe. Let H ⊆ eFHe denote the corresponding set of
generators and set S to be a set of representatives for the isomorphism classes of
simple eFHe modules. Furthermore for some subset E ⊆ eFGe let C := 〈E ∪ H〉
be the algebra generated by the union E ∪ H. Then C = eFGe if and only if
for every S ∈ S we have dim(S ⊗eFHe C) = dim(S ⊗eFHe eFGe). This criterion
generalizes the previously known criterion due to Markus Wiegelmann (see [9]).

Secondly, consider the situation that there exists an intermediate subgroup
K ≤ N ≤ G, which normalizes the condensation subgroup K, and the conden-
sation idempotent e is the central primitive idempotent of some 1-dimensional
FK-module (a so called linear idempotent). Then a guaranteed generating set
for the condensed algebra is obtained by condensing representatives of the double
cosets of the inertia subgroup T in N which corresponds to the character associ-
ated to e, as well as the generators of T itself. These generating sets are called
inert. In the case where the cardinality of an inert generating set exceeds the com-
putationally possible, there are methods to deal with a large amount of generators,
too (see [5, Section 3]).

The application of inert generating sets has lead to recent results in the Modular
Atlas project. With their help the 2- and 3-modular character tables of the bicyclic
extensions of Fischer’s sporadic simple group Fi22, which are given in the Atlas,
as well as the 2-modular decomposition matrix of Fi23 have been computed (see
[2, 6]). They have also lead to the completion of the 5-modular character table of
the Harada-Norton group HN and its automorphism group in [3].
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Elementary constructions of the Ree groups

Robert A. Wilson

The two families of Ree groups were the last families of finite simple groups
to be discovered, and they remain the least understood of these families. They
arise from the Chevalley groups G2(3

2n+1) and F4(2
2n+1) as the centralizers of

certain outer automorphisms of order 2. The standard construction first builds
the Chevalley groups acting on their respective Lie algebras, and then makes the
outer automorphism from a linear map on the root system which maps short
roots to long roots and long roots to multiples of short roots. There are technical
difficulties with these constructions which make them hard to use for applications.

In an attempt to make these groups more accessible, I take a completely ele-
mentary approach. The smallest representation has dimension exactly half that
of the Lie algebra, so should be easier to build. Instead of starting with the BN-
pair, I start with the non-toroidal local subgroups. These subgroups have the very
useful property that they act irreducibly on the smallest module. Thus in G2(q)
for any odd q there is a subgroup 23.L3(2) acting irreducibly on the 7-dimensional
module. This subgroup has an outer automorphism which centralizes 23:7:3, and
in the case when q = 32n+1 this can be extended to an outer automorphism of
G2(q), whose centralizer is the (small) Ree group R(q).

Similarly in F4(q) for any q prime to 3 there is a subgroup 33:L3(3) acting irre-
ducibly on the 26-dimensional module. This subgroup has an outer automorphism
which inverts the normal 33 and centralizes a complementary L3(3). In the case
when q = 22n+1 this can be extended to an outer automorphism of F4(q), whose
centralizer is the (large) Ree group R(q).

To build these representations explicitly, we need only a little representation
theory. In the first case, take a 7-dimensional faithful irreducible representation
of 23.L3(2) in characteristic 3, which is unique up to automorphisms. Its exterior
square is a uniserial module with three 7-dimensional constituents. The top and
bottom constituents are isomorphic to the one we started with, and these isomor-
phisms give the octonion algebra (without identity) or co-algebra. The middle
constituent is different, but on restriction to 23:7:3 the two modules become iso-
morphic. This isomorphism gives us an algebraic structure which I call a middle
algebra: it is neither an algebra nor a co-algebra, but somewhere in the middle!
Twisting this structure by a field automorphism gives us a twisted middle algebra
whose automorphism group is naturally the small Ree group.

To be precise, take a basis {i0, . . . , i6} with subscripts read modulo 7, such that
the co-algebra is generated by the maps it 7→ it+1 ∧ it+3 + it+2 ∧ it+6 + it+4 ∧
it+5. Then the twisted middle algebra is defined by i∗t = it+1 ∧ it+3 − it+2 ∧ it+6

modulo the co-algebra, together with the semilinearity condition (
∑6

t=0 λtit)
∗ =∑6

t=0 λ
∗
t i
∗
t , where λ∗ = λ3n+1

.
Similarly for the large Ree groups, take a 26-dimensional faithful irreducible rep-

resentation in characteristic 2 of 33:L3(3) which remains irreducible on restriction
to L3(3). There are two such, interchanged by the outer automorphism. Again,
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the exterior square has both a submodule and a quotient module isomorphic to
the original, giving rise to the exceptional Jordan algebra, and the co-algebra.
Explicit computation with the Meataxe gives formulae for the algebra and co-
algebra. Stripping off these two consituents from the module leaves a direct sum
of non-isomorphic modules, of which one is the image under the outer automor-
phism of the module we first thought of. Thus on restriction to L3(3) these two
modules become isomorphic, and using the Meataxe again we can find an explicit
isomorphism, and write down a definition of the corresponding twisted middle
algebra.

The formulae in this case are not quite so simple, but can be expressed entirely
in terms of a certain code of length 13 over the field of order 3, and the action of
L3(3) on this code and the projective plane of order 3.

In both cases, the representation theory gives us almost for free both the algebra
(respectively the octonion algebra and the exceptional Jordan algebra) and the
additional structure required to define the Ree groups.

I wish to do more, however, and prove all of the elementary properties of the
Ree groups from first principles. In the case of the small Ree groups, by careful
change of basis so that a maximal torus becomes diagonal, I obtain the 2-transitive
action q3 +1 points, the order of the group, and a proof of simplicity (except when
q = 3), as well as explicit generators for most of the maximal subgroups. In the
case of the large Ree groups, the calculations are somewhat more formidable and
not entirely complete. However, with this proviso I have a basis with respect
to which a maximal torus is diagonal, an explicit construction of the generalised
octagon and the BN-pair, an elementary calculation of the order of the group, and
proof of simplicity (except for q = 2), as well as explicit generators for most of the
maximal subgroups.

Explicit constructions of maximal subgroups of the Monster

John N. Bray

(joint work with Beth Holmes and Robert Wilson)

1. Introduction

For various reasons, such as verifying the Alperin weight conjecture and Dade’s
conjecture from representation theory, it is useful to have explicit representations
of the Monster sporadic simple group M. The representations of M are somewhat
unwieldy, requiring approximately 1020 points for a permutation representation,
and at least 196882 dimensions for a matrix representation. (It should be noted
that the constructions in [5] and [3] of M in 196882 dimensions over F2 and F3

work implicitly rather than explicitly with matrices of this degree.) Thus it was
decided to provide somewhat smaller and more convenient representations of all
the maximal subgroups of the Monster.
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So far 43 conjugacy classes of maximal subgroups of the Monster are known,
and the remaining ones (if any) must be an almost simple group with socle L2(13),
U3(4), U3(8) or Sz(8), see [1] and the references therein. We have so far succeeded
in constructing all of these (including the potential maximal subgroups), except
for some of the 2-locals, which seem to be very hard to make. The representations
we have made are available on the Web-Atlas [6].

2. Construction

Four of the Monster maximal subgroups were ‘chopped’ out of one of the 196882-
dimensional representations of M by locating the subgroup and permuting a suit-
able orbit of objects (sparse vectors). The maximal subgroups made this way
were 22+11+22.(M24 × S3), 23+6+12+18.(3.S6 × L3(2)), 32+5+10.(M11 × 2.S+

4 ) and
33+2+6+6 : (SD16×L3(3)). We could express other subgroups in terms of the Mon-
ster generators, such as 38.O−8 (3).23, but could not find a suitable orbit of objects
to permute within the Monster representations. For (most of) the remainder of
the groups, we had to employ the following strategy.

• Determine the shape of the group, and determine all isomorphism classes
of groups with that shape.
• Decide what representations of the groups we are going to try to construct.
• Make representations of all the groups.
• Determine which of our groups is a subgroup of the Monster.

The non-local maximal subgroups are all low index subgroups in direct products
of almost simple groups or wreath products of almost simple groups with S2 or
S3. The only problem for these maximal subgroups is to decide which subgroup
to take. This was decidedly non-trivial in some cases, in particular for the group
(A6)

3.(2×S4), of index 8 in (AutA6) ≀S3. The structure of (A7× (A5×A5) : 22) : 2
had previously been listed incorrectly as (A7 × (A5 ×A5).4).2.

Some of the p-local subgroups are affine groups, or subdirect products of affine
groups and almost simple groups. These are routine (for us) to construct once
we know the group that must be made. The extraspecial normalisers other than
31+12
+

.(2.Suz: 2) caused us no problems. We made an F3-representation of shape

(1− · 64+ · 1+) ⊕ (1− · 12+ · 1+) for 31+12
+ : (6.Suz : 2). The subquotients of shape

1− · (64+⊕12+) ·1+ represent 31+12
+

.(2.Suz : 2), with both groups 31+12
+

.(2.Suz: 2)

being obtained in this manner. The subgroup 72+1+2 : GL2(7) was proven to be
isomorphic to a maximal parabolic of G2(7). The group 52+2+4 : (S3×GL2(5)) was
constructed by extending a representation of an index 6 subgroup as permutations
on 15625 points; the index 6 subgroup is also contained in 51+6

+ : 2J2.4.

The possibilities for p-locals such as 38.O−8 (3).23 and 53+3.(2×L3(5)) were de-
cided using various cohomological calculations. Representations of O−8 (3).23 over
F3 were glued together until a group that had to be 38.O−8 (3).23 (represented in
204 dimensions over F3) was obtained. Suitable objects in this representation were
permuted with the help of a Schreier tree in order to get a permutation representa-
tion of (minimal) degree 805896. Gluing plus the subdirect product construction
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used for 31+12
+

.(2.Suz: 2) was used to obtain 46-dimensional representations of
both groups 53+3.(2×L3(5)) over F5. We eventually obtained both groups as per-
mutations on 7750 points, and decided containment in M by testing isomorphism
of their Sylow 5-subgroups with the known Sylow 5-subgroup of M.

3. Problematic subgroups

2.B. No small (degree less than 1015) permutation representations exist, and
the smallest representations in characteristic not 2 are known to be 96256 [4].
The smallest faithful subquotient of the restriction of the 196882-dimensional
F2-module for M to 2.B appears to have degree about 90000. A faithful F2-
representation of degree less than 10000 has not been ruled out.

21+24
+

.Co1. There are two groups of this shape, and it is well-known which one is a
subgroup of the Monster. This group has a faithful representation of degree 98304
over F3. This representation is a tensor product of representations of degrees
212 = 4096 and 24, and was used (in its detensored state) as the basis for the
2-local construction of M over F3. The minimal degree in characteristic not 2 is
98304, and the smallest permutation degree comfortably exceeds 1011. A smaller
representation over F2 is being sought. A representation of degree 300 (and shape
24·274·(1⊕1)) exists for the quotient 224.Co1 (as opposed to a minimum of 98280 in
odd characteristic), but we are having problems amalgamating F2-representations
of 224.Co1 to give either 21+24

+
.Co1.

25+10+20.(S3×L5(2)). A faithful permutation action of this group whose degree is
probably 7618560 is known to exist. (Uncertainties in how the quotient S3×L5(2)
act on the normal 25+10+20 prevent us being precise about this.) We will probably
chop this group out of one of the Monster representations, provided a suitable
orbit of objects to permute can be located.

210+16.O+
10(2). It is known that the 210+16 is special, and that the quotient

216.O+
10(2) is non-split (and unique). Subject to these restrictions, it is known

that there are two groups of this shape, which are barely distinguishable. We have
succeeded in constructing various representations of 216.O+

10(2), 210.O+
10(2) and

O+
10(2) over F2, but have been unable to glue them together to give a represen-

tation of either of the groups 210+16.O+
10(2). Permutation and odd characteristic

matrix representations of this group are on the large side.
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Algorithms for Descent Algebras.

Götz Pfeiffer

Let (W,S) be a finite Coxeter system. The descent algebra Σ(W ) of the finite
Coxeter group W is a subalgebra of the group algebra QW with a basis {xJ :
I ⊂ S}, where xJ is the sum in QW of the distinguished coset representatives of
the parabolic subgroup WJ in W . It is a non-commutative preimage of the ring
of parabolic permutation characters of W , with respect to the homomorphism
θ which associates to xJ the permutation character of W on the cosets of WJ .
Solomon [9] discovered it as the real reason why the sign character of W is a
linear combination of parabolic permutation characters. He also showed that ker θ
(which is spanned by the differences xJ−xK , where J and K are conjugate subsets
of S) is the radical of Σ(W ).

The special case where W is the symmetric group on n points, i.e., a Coxeter
group of type An−1, has received particular attention. This type of descent algebra
occurs as the dual of the Hopf algebra of quasi-symmetric functions. Atkinson [1]
has determined the Loewy length of Σ(W ) in this case. Garsia and Reutenauer [5]
have found a basis for Σ(W ) consisting of primitive idempotents and other nilpo-
tent elements. From their work, the quiver for Σ(W ) in type An−1 is known to be
the graph of a restricted partition refinement on the partitions of n.

For general W , the descent algebra has been further studied as an interesting
object in its own right. Bergeron, Bergeron, Howlett and Taylor [2] have con-
structed explicit idempotents, decomposing Σ(W ) into projective indecomposable
modules. Recently, Blessenohl, Hohlweg and Schocker [3] could show that θ sat-
isfies the remarkable symmetry θ(x)(y) = θ(y)(x) for all x, y ∈ Σ(W ). In a joint
work with C. Bonnafé [4], we have determined the Loewy length of Σ(W ) for all
types of irreducible finite Coxeter groups W , with the exception of type Dn, n
odd.

It is obvious, from its known properties, that Σ(W ) is a basic algebra and as
such has a presentation as a quiver with relations. In my talk I have introduced a
new combinatorial object, an algebra of arrow classes derived from the lattice of
subsets of the set S of simple reflections of W , which can be used to calculate this
quiver and the relations.

Here, an arrow is a pair (L; s, t, . . . ) consisting of a subset L ⊆ S and a list of
pairwise distinct elements s, t, . . . ∈ L. The length of such an arrow is the number
of elements #{s, t, . . . }. Two arrows (L; s, t, . . . ) and (L′; s′, t′, . . . ) can be joined
provided L \ {s, t, . . . } = L′, in which case

(L; s, t, . . . ) ◦ (L′; s′, t′, . . . ) = (L; s, t, . . . , s′, t′, . . . ).
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The conjugation action of W on itself gives rise to an action of the free monoid S∗

on the set of all arrows as follows. For L ⊆ S denote by wL the longest element of
the parabolic subgroup WL of W . Then conjugation by wL induces a permutation

on the subset L. And if L ⊆M and dM
L = wLwM then LdM

L ⊆M . Given an arrow
(L; s, t, . . . ), and an element r ∈ S, we let M = L ∪ {r} and d = dM

L and define

(L; s, t, . . . ).r = (Ld; sd, td, . . . ).

The S∗-orbits of arrows are called arrow classes. Denote by Ψ(W ) the set of all
arrow classes.

Let us consider the special case of arrows (L, ∅) of length 0, i.e., the subsets
L of S, and let us call the set of conjugates of L within S the shape of L. This
notion generalizes the notion of cycle shape in type An−1, where the conjugacy
classes of parabolic subgroups (as well as the conjugacy classes of elements) are
parametrized by the partitions of n, the set of all possible cycle shapes. Denote
by Λ(W ) the set of all shapes of W . It is well-known [7, Theorem 2.3.3] that the
shape of L ⊆ S is the S∗-orbit of L in the above action. Bergeron, Bergeron,
Howlett and Taylor [2] have constructed a parametrized basis {eJ : J ⊆ S} of
Σ(W ) with the properties that the radical of Σ(W ) is spanned by the differences
eJ − eK where J,K ⊆ S have the same shape, and that (for a suitable choice of
parameters) the orbit sums

ǫλ =
∑

L∈λ

eL, λ ∈ Λ(W )

form a complete set of primitive idempotents for Σ(W ).
Given this background, we identify an arrow class with the sum of its elements

in the algebra spanned (over Q) by all arrows. It turns out that a product of two
arrow classes is a sum of arrow classes. The arrow classes thus form a basis of a
graded subalgebra Ξ(W ) of the graded algebra A(W ) = A0 ⊕ · · · ⊕An spanned by
all arrows, where the grade i component Ai is spanned by the arrows of length i.
The algebra Ξ(W ) has a simple presentation as quiver with relations. Here the
quiver is the graph with vertex set Λ(W ) and edge set Ψ(W ), and the relations
are given by the multiplication table of the arrow classes. Moreover, there exists
a linear map ∆: A(W ) → A0 which maps Ξ(W ) surjectively to A0. The grade 0
component A0 can be identified with Σ(W ) by setting (L; ∅) = eL.

I have verified, for all finite irreducible Coxeter groups W of rank up to 8,
that under this identification the restricted map ∆: Ξ(W )→ Σ(W ) is an algebra
homomorphism. It is therefore natural to conjecture that for all finite Coxeter
groups the image of the arrow class algebra Ξ(W ) under ∆ is isomorphic to the
descent algebra Σ(W ). In any case, a presentation of ∆(Ξ(W )) as a quiver with
relations can be computed along the following lines.

Algorithm Q. Given a finite Coxeter system (W,S), compute a directed graph
(V,E) and a set R of relations between the paths in (V,E) such that the path
algebra of (V,E) modulo R is isomorphic to ∆(Ξ(W )).

1. V ← Λ(W ), the set of all shapes of W ;
2. M ← {α ∈ Ψ(W ) : l(α) > 0 and ∆(α) 6= 0};
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3. i← 0;
4. while M 6= ∅:
5. i← i+ 1; Ei ←M ;
6. add to R the nullspace of ∆ on E1 ∪ · · · ∪ Ei;
7. remove redundant elements from E1;
8. M ←M ◦ E1;
9. return (V,E1) and R in terms of E1.

This algorithm and many other tools for the investigation of descent algebras
are part of a forthcoming GAP package ZigZag [8], which is based on the CHEVIE

package [6] for generic character tables of finite groups of Lie type, finite Coxeter
groups, Iwahori–Hecke algebras and related structures in GAP3.

Acknowledgment. The author is supported by NUI, Galway’s Millennium
Fund.
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Short bounded presentations of finite simple groups

William M. Kantor

(joint work with R. M. Guralnick, M. Kassabov, A. Lubotzky)

This talk reported on the following “implausible”

Theorem [4]. Each nonabelian finite simple group of rank n over Fq (except
perhaps 2G2(3

2k+1)) has a presentation with a bounded number of generators and
relations (“bounded”) and length ≤ C(logn+ log q) (“short”).
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In fact fewer than 500 generators and relations are needed, and the constant
C < 1000.

We view alternating groups as over “the field F1 with 1 element”. The length

of a presentation 〈X | R〉 is
∑

r∈R

lX(r), so that relators such as xn or xq−1 do not

occur in our presentations. The length in the theorem is optimal as a function of
n and q (up to the specific constant C). The theorem also is true for all perfect
central extensions of these simple groups (this turns out to be not at all as obvious
a variation as it might seem).

The theorem is stated so as to be independent of the classification of the finite
simple groups.

A few special cases of this result known. Campbell-Robertson-Williams [3]
obtained a bounded presentation for PSL(2, q); variations on their ideas were
crucial for the rank 1 case of the above theorem. Babai-Goodman-Kantor-Luks-
Pálfy [1], together with Suzuki [9] and Hulpke-Seress [7] in the rank 1 case, obtained

presentations of the above group G of length O((log |G|)2) = O(n4 log2 q) except
in the case 2G2(3

2k+1); we used their results or methods in our proof. Korchagina-
Lubotzky [8] obtained related presentations for some simple groups (also based on
the Campbell-Robertson-Williams result).

More recently, Bray-Conder-Leedham Green-O’Brien [2] obtained bounded pre-
sentations for An and Sn that are “short” for a less stringent notion of length
(namely: they view a power xn as having length log2 n); but their presentations
can be made short and bounded in our sense with very little effort.

One nice feature of this theorem is that it is counterintuitive: even for the
symmetric or alternating groups it is very different from the familiar types of
presentations of these groups.

Another feature is that it can be used to prove a 1987 conjecture of Holt [6]
(this time using the classification of the finite simple groups):

Theorem [4]. For any faithful irreducible Fp-module M of any finite group G,

dimH2(G,M) ≤ C′ dimM.

Even composition factors 2G2(3
2k+1) are allowed here. In fact C′ ≤ 500; the

authors are in the process of improving this to C′ < 20 [5].

Wilson [10] has made the interesting conjecture that the universal central ex-
tension of every finite simple group has a presentation with 2 generators and 2
relations. While I do not believe this, it would be nice at least to have such a
presentation for SL(2, q), q 6= 4, 9.
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A data structure for a uniform approach to computations
with finite groups

Ákos Seress

(joint work with Max Neunhöffer)

We describe a recursive data structure for the uniform handling of permutation
groups and matrix groups. This data structure allows the switching between per-
mutation and matrix representations of segments of the input group, and has
wide-ranging applications. It provides a framework to process theoretical algo-
rithms which were considered too complicated for implementation such as the
asymptotically fastest algorithms for the basic handling of large-base permutation
groups and for Sylow subgroup computations in arbitrary permutation groups. It
also facilitates the basic handling of matrix groups. The data structure is general
enough for the easy incorporation of any matrix group or permutation group al-
gorithm code; in particular, the library functions of the GAP computer algebra
system [3] dealing with permutation groups and matrix groups work as they are,
or with minimal modification.

The mathematical principles behind the data structure are not new. An ap-
propriate homomorphism ϕ is searched for and then applied to break the input
group G into the image and kernel of ϕ. Then we recursively process these smaller
groups, and finally put together the results to obtain the desired information for
G. In the permutation group setting, the use of homomorphic images to break
a computation into manageable pieces was introduced by Luks, in the context of
parallel (NC) computations (see [2]). In the matrix group setting this seems to be
the only feasible approach [1], [4].

The devil (and the novelty of our approach) is in the details. Here we list only
four of these.

(i) In search of an appropriate homomorphism, a ranking of possible homo-
morphisms is created, similarly of the method selection process of GAP; however,
these rankings are individualized for the nodes of the recursion tree and the nodes
can pass information to their children to speed up the search at those nodes and
to balance the search tree.
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(ii) An automated mechanism is set up to add “memory” to group elements (so
they can “remember” how they were created from input generators of their node)
and suppress this memory when a library function like the MeatAxe is called,
which expects only matrices as inputs (not records consisting of a matrix and of
its memory). A user or potential developer writing a subroutine working with
matrices or permutations does not even have to be aware of the existence of the
memory.

(iii) A generalization of strong generating sets is introduced for black-box groups
(including permutation groups, matrix groups, and the genuine black-box group
applications), which reduces the length of straight-line programs to reach group
elements from the generators dramatically, compared to straight-line programs
from the input generators.

(iv) The data structure can also be used for the clean design of algorithms with
complicated case analysis. Instead of a tree of if-then statements, the properties
used in these statements can be assigned as attributes of objects and the method
selection process automatically guides the flow of the algorithm.

The first success story of our approach is the basic handling (i.e., finding the
order and setting up a scheme for membership testing) in permutation groups.
This is the first-ever practical algorithm which works for arbitrary inputs (both
small-base and large-base groups). Of course, the major motivation for the de-
velopment of the data structure is the handling of matrix groups. Currently, we
have homomorphism methods which may work on some inputs in any of the seven
reductive Aschbacher classes and recognition algorithms for some almost simple
groups (which are the end nodes in the recursive scheme). However, our guiding
principle is not the recognition of Aschbacher classes, but rather to find any ap-
plicable homomorphism. Some of our most useful (and therefore highly ranked)
reduction methods may be successful for inputs in more than one Aschbacher class.
The (loosely coordinated) development of further algorithms is under way by a lot
of people.
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Finding standard generators in Classical Groups

Charles R. Leedham-Green

(joint work with Eamonn O’Brien)

A central issue in the matrix group recognition project is finding a set of standard
generators in a perfect classical matrix group G, given in terms of some (small)
generating set X . Any definition of ‘standard generators’ is acceptable provided
that the set of standard generators is small, and that some efficient algorithm
should be available to construct any element of the classical group as a word
(strictly, as a straight line program) in the standard generators. There are many
subdivisions of the problem, of which the most important are as follows.

1. Is G a classical group in its natural representation, or some other matrix
representation of G in the natural characteristic, or are no assumptions made
about the representation (the black box case)?

2. To which family of classical groups does G belong? (Linear, Symplectic,
Unitary, or an Orthogonal family).

3. Is the natural characteristic of the group odd or even?
There is another issue at stake. The output of the procedure is a straight line

program that defines the standard generators in terms of the given input matrices.
It is at least as important to keep this straight line program short as to have the
program run quickly. This gives another dichotomy, and we have versions of our
programs that concentrate on speed of performance, and versions that concentrate
on producing a short straight line program.

One serious obstruction is the difficulty, even in SL(2, q), of finding a unipotent
element if q is large. This problem is solved in [1] and [2] at the cost of using
discrete logarithms in GF(q). Given a discrete logarithm oracle, our algorithms
have complexity that is polynomial in log q.

Our algorithms have been developed in the context of the natural represen-
tations of the classical groups, in the expectation that these will be the most
challenging problems, given the ambient vector space, or in terms of the size of
the input. However, the algorithms generalise without serious changes to deal
with arbitrary representations in the given characteristic. The algorithms could
be adapted to work in black box generality, though this would require more se-
rious changes to made, and these would affect the complexity of the algorithms.
If the group is given in the natural characteristic the recursive calls on which the
algorithm is based should soon reduce to smaller classical groups in their natural
representations.

In odd characteristic the basic idea behind the algorithms is to find an involution
whose eigen-spaces are of approximately equal dimension, to find the centraliser
C in G of this involution, using the Bray algorithm, and to work recursively in
the direct factors of the derived subgroup of C. The standard generators for these
direct factors then need to be ‘glued together’ to construct standard generators
for G. This recursion is naturally based on dealing with the small rank groups in
a different way.
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We have two classes of algorithms, let us call them ‘class A’ and ‘class B’. The
class A algorithms, using the above divide and conquer strategy, produce two re-
cursive calls to deal with the two direct factors of the derived subgroup of C. The
space and time complexity of the algorithms make the cost of these recursive calls
unimportant (except for the use of discrete logarithms in base cases). However,
the length of the straight line program is O(d) (with suitable conventions), and
the contribution of the recursive calls to this length is significant. The class B
algorithms arrange, when possible, for the direct factors in question to have equal
dimension, and thus succeed in requiring, when this is possible, for a single recur-
sive call to a group of half the Lie rank to suffice. This reduces the length of the
straight line program to O(log d).

The time complexity of the class A algorithms for fixed q is O(d4) for the natu-
ral representations, and the class B algorithms may be as good asymptotically. To
achieve such a bound requires considerable care, both in the construction of the
algorithms and in their analysis. It is also important to ensure that the ‘gluing’
operations do not overwhelm the asymptotically more expensive parts of the al-
gorithm in practical ranges. These considerations have resulted in the algorithms,
and their analysis, becoming rather complex.

The case of even characteristic is considerably harder; but again we find suit-
able involutions, and recursively consider smaller classical groups involved in the
involution centraliser, again having one or two recursive calls.

We thank R. Wilson for his very expert assistance in the case of the even
characteristic.

We acknowledge the important work of others in this field, such as [3], [5] and
[4].
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and Computation III, Ed. W.M. Kantor and Á. Serres. de Gruyter, Berlin, New York, 2001,
79–93.



1830 Oberwolfach Report 30/2006

The groups of order p6 and p7

Michael Vaughan-Lee

(joint work with Mike Newman, Eamonn O’Brien)

Newman, O’Brien and Vaughan-Lee [3] have classified the groups of order p6 and
O’Brien and Vaughan-Lee [4] have classified the groups of order p7. For p ≥ 5
there are

3p2 + 39p+ 344 + 24 gcd(p− 1, 3) + 11 gcd(p− 1, 4) + 2 gcd(p− 1, 5)

groups of order p6 and for p > 5 there are

3p5 + 12p4 + 44p3 + 170p2 + 707p+ 2455

+(4p2 + 44p+ 291) gcd(p− 1, 3) + (p2 + 19p+ 135) gcd(p− 1, 4)

+(3p+ 31) gcd(p− 1, 5) + 4 gcd(p− 1, 7) + 5 gcd(p− 1, 8) + gcd(p− 1, 9)

groups of order p7.
Our classification is according to the p-class of the groups. If P is a p-group,

then the lower p-central series of P is defined recursively by P1 = P and Pi+1 =
[Pi, P ]P p

i for i ≥ 1. The p-class of P is the length of this series. Each p-group
P , apart from the elementary abelian ones, is an immediate descendant of the
quotient P/R where R is the last non-trivial term of the lower p-central series of
P . Thus all the groups of order p6, apart from the elementary abelian one, are
immediate descendants of groups with order pk for k < 6. Similarly all the groups
of order p7, apart from the elementary abelian one, are immediate descendants of
groups with order pk for k < 7.

For p ≥ 5, there are 42 groups with order pk for k < 6 which have immediate
descendants with order p6. These groups are listed in both [3] and [4]. For each
group P in this list of 42 groups, we determine the groups of order p6 which are
immediate descendants of P . Together with the elementary abelian group of order
p6, this gives us a complete classification of the groups of order p6.

It turns out that 17 of these 42 groups also have immediate descendants of order
p7. So for p ≥ 5 a complete list of the groups of order p7 is given by:

• the elementary abelian group of order p7,
• the immediate descendants of order p7 of 17 groups of order at most p5,
• the immediate descendants of order p7 of the groups of order p6.

For p > 5 we actually classify the nilpotent Lie rings of order p6 and p7, and then
use the Baker-Campbell-Hausdorff formula [2] and the Lazard correspondence [1]
to obtain presentations for the corresponding groups. The classification contains
5087 parametrized presentations of the form

{a, b | ap = [b, a, a][b, a, b, b]λ, bp = [b, a, b, b][b, a, b, b, a]µ, class 5}.

In addition to the parameter p this presentation involves two parameters λ and µ
and (for each prime p > 5) we obtain p2 different groups of order p7 and class 5,
as λ and µ range over the set {0, 1, . . . , p−1}. Our results have been incorporated
in Magma Version 2.12 as databases of the groups of order p6 and p7.
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Computing with p-groups by coclass

Bettina Eick

The coclass of a group G of order pn and nilpotency class c is defined as cc(G) =
n − c. Leedham-Green and Newman [13] proposed to classify and investigate p-
groups using the coclass as primary invariant. A central idea towards this aim is
to visualise the p-groups of coclass r by the graph G(p, r): the vertices of G(p, r)
correspond to the isomorphism types of p-groups of coclass r and two vertices G
andH are adjoined by an edge if there exists anNEH with |N | = p andH/N ∼= G.
The central aim in coclass theory is to understand the structure of G(p, r) and its
underlying groups. See also [12] for detailed information and further references.

In this talk a collection of algorithms is described which can be used to in-
vestigate the structure of the infinite graph G(p, r) for given prime p and natural
number r. These algorithms include:

• A method to construct all infinite pro-p-groups of coclass r up to isomor-
phism. The infinite pro-p-groups of coclass r correspond one-to-one to the
infinite paths in G(p, r). See also [6] and [7] for a description of part of the
algorithms and further details.
• A method to draw finite parts of the descendant tree of a given infinite pro-
p-group of coclass r. It is known that all but finitely many groups in G(p, r)
are contained in such a descendant tree. See also [12] for background on
such descendant trees.

An implementation of these algorithms in GAP [11] is also presented in this
talk. This implementation uses various GAP packages such as [9], [1] and [10]. It
will be made available as GAP package in preparation [8] shortly.

The resulting collection of algorithms has been a fundamental tool in finding
many of the recent results in coclass theory. For example, the algorithms have
been used to investigate the following problems which are all theorems now:

Theorem. (Eick and Leedham-Green [2])
The 2-groups of coclass r can be classified by finitely many parametrised presen-
tations.

Theorem. (Eick [5])
Almost all 2-groups of coclass r satisfy |G| | |Aut(G)|.

Theorem. (Eick [3] and [4])
Almost all p-groups of coclass r (p > 2) have a non-trivial Schur multiplicator.
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Computer assisted proofs of the F a,b,c conjecture

Edmund F. Robertson

The groups
F a,b,c = 〈r, s|r2 = 1, rsarsbrsc = 1〉

arose during a census of symmetric trivalent graphs begun by R. M. Foster in the
1960s. In 1975 C. M. Campbell, H. S. M. Coxeter and E. F. Robertson made the
”F a,b,c conjecture” in [1]. Let n = a+ b+ c, d = (a− b, b− c). First they classified
the groups

Ha,b,c = 〈r, s|r2 = s2n = rsarsbrsc = 1〉.

If t = (a, b, c) 6= 1 then F a,b,c is infinite except when Ha/t,b/t,c/t is abelian, in
which case F a,b,c ∼= Ha,b,c ∼= C2n. Provided (a, b, c) = 1, n 6= 0 and (d, 6) 6= 6, the
groups Ha,b,c are finite metabelian groups. If (a, b, c) = 1 and d ≥ 6 the groups
F a,b,c are infinite. The F a,b,c conjecture is as follows. Suppose (a, b, c) = 1 and
n 6= 0. Let θ : F a,b,c → Ha,b,c be the natural homomorphism. Let N = ker θ.
Then

N = 1 if d = 1,
N = 1 if d = 2,
N ∼= C2 if d = 3,
N ∼= Q8 if d = 4,
N ∼= SL(2, 5) if d = 5.

The conjecture was proved true when d = 1 in [2] and recently it was proved
true when d = 5 in [5]. To attack the remaining cases we looked to see how the
computer was able to solve small examples. George Havas (with Colin Ramsay)
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had written a package PEACE (Proof Extraction After Coset Enumeration) that
produced an algebraic proof after completing a coset enumeration, see [4]. Here is
a PEACE proof that s22 = 1 in F 1,3,7. (Note: Upper case letters are inverses of
lower case letters) It is called a “proofword”.

sssssssssssssssrsr(sssrsssssssrsr)RSRSSSSSSS(RR)S(RR)rsr
(sssrsssssssrsr)RSRSSSSSSSRSR(rr)RSR(rr)(RSRSSSSSSSRSSS)
sssrssssssrsr(sssrsssssssrsr)RSRSSSSSSr(RSRSSSSSSSRSSS)RR
(rr)SSSrsr(RR)rsr(RR)rsrsssssssrsr(RSRSSSSSSSRSSS)RSRSSS
(RR)rr(sssrsssssssrsr)RRS(RR)SSS(sssrsssssssrsr)RSR

Freely cancel as it stands. One obtains s22. Remove the relations inside round
brackets. Now freely cancel to obtain 1. Hence s22 = 1.

Dale Sutherland wrote GAP code [3] to translate these proofwords into a lemma
based line by line proof. After studying the proofs produced for small examples
we observed a significant type of relation appearing regularly in the proofs. For
example, in the group F 3,5,7 we observed relations of the form

(rs10rs5)2 = 1, (rs12rs3)2 = 1, (rs14rs)2 = 1

held. Proving that relations in such a sequence all hold is sufficient since (rs0rs15)2 =
1 is a member of the sequence and this reduces to s30 = 1 as required. Examining
different proofs for small k led us to observe that for F 3,5,k relations of the form
(rs2i+3rsk−2i+5)2 = 1 held. Having discovered what we should try to prove, we
used induction on i to obtain a proof of this result. Since k is odd, k + 5 is even.
Put i = (k + 5)/2 to obtain s2k+16 = 1 as required.

We decided next to look at the groups F a−2,a,a+2 for small odd a. The pre-
sentation here exhibited more symmetry which helped us to recognise significant
lemmas in the PEACE proofs. Again we observed that the proofs involved certain
squares. This time the relations were of the form (rs2irs3a−2i)2 = 1. Now i = 0
gives s6a = 1 as required.

We then proceeded to examine the groups F a−2,a,a+4 followed by F a−2,a,a+2k,
again finding that we could construct a proof from a sequence of squares, although
a harder induction was involved at each stage. Finally, generalising to F a−2j,a,a+2k

where (j, k) = 1 led us to conjecture that squares of the form

(rs2a+id+kd−jdrsa−id)2 = 1

held. Once we had an inductive proof that such squares held, we had completed
the proof of the conjecture for d = 2. A similar investigation in the cases d = 3 and
d = 4 eventually led to us completing the proof of the F a,b,c conjecture. This is
presented in [6]. More details of how we used PEACE to construct the proof appear
in [7]. Also in [7] further results of when F a,b,c = Ha,b,c in the case (a, b, c) 6= 1
are also given. As an example we note that equality holds when (a, b, c) 6= 1 for
all the cases 1 ≤ d ≤ 5 covered by the original conjecture.
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Experiences with the Knuth-Bendix procedure

George Havas

This is based on joint work with Michael Vaughan-Lee, with assistance from
Charles Sims. It was partially supported by the Australian Research Council.

Vaughan-Lee and I proved that 4-Engel groups are locally nilpotent [2] and we
wrote about some of the computations that were involved in [3]. These papers
cover the relevant background material and include some history of the problem.

A group G is said to be an n-Engel group if

[x, y, y, . . . , y︸ ︷︷ ︸
n

] = 1 : ∀x, y ∈ G.

Our proof that 4-Engel groups are locally nilpotent is quite long and complicated.
It relies heavily on the result of Traustason [9] that 2-generator 4-Engel groups
are nilpotent. A proof of this result of Traustason which uses the Knuth-Bendix
procedure was discussed by Charles Sims [8] at this Oberwolfach meeting.

Our proof that 4-Engel groups are locally nilpotent is modelled on the proof
used by Vaughan-Lee [11] to show that 4-Engel 5-groups are locally finite. In-
deed we started by extending that result to p-groups for primes greater than 5.
Vaughan-Lee’s proof relies on both hand and machine calculations. In that case
the machine work involved use of the p-quotient algorithm and of coset enumera-
tion. To prove the more general result, namely local nilpotence for 4-Engel groups,
the previous machine computation tools were no longer directly adequate. Where
Vaughan-Lee previously used the p-quotient algorithm to prove properties of p-
groups, we use a nilpotent quotient algorithm to prove properties of more general
nilpotent groups. Where Vaughan-Lee previously used coset enumeration to prove
finiteness of finitely presented groups, we use the Knuth-Bendix procedure to prove
nilpotence.

The use of the Knuth-Bendix process as a tool for group theory was pioneered
by Charles Sims. The basic procedure (in its application to groups) is described
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by Gilman [1] and (in great detail) by Sims [7]. A major success of the Knuth-
Bendix procedure in group theory was its use by Sims [6] to verify nilpotency of
a finitely presented group. The nilpotent quotient algorithm was used initially
to construct a polycyclic presentation for the nilpotent quotient Q of the finitely
presented group G. Then, using some relations of this presentation as part of an
initial set of rewrite rules, and a special term-ordering, Sims developed an effective
algorithm for verifying the triviality of the kernel of the quotient Q.

We followed a similar approach to address one particular group which plays a
crucial role in our overall proof. This group, which we call T , is a 3-generator 4-
Engel group which has nilpotency conditions applying to the subgroups generated
by each pair of its given generators. One pair of generators commute, another
pair generate a subgroup with class 2, and the remaining pair generate a subgroup
with class 3. We start with the following presentation for T :

〈u, v, w | [u, v], [w, u, u, u], [w, u, u, w], [w, u,w,w], [w, v, v], [w, v, w], 4-Engel〉 .

T arises as a preimage of a number of groups which we need to prove nilpotent. The
proof that those groups are nilpotent follows directly from the fact T is nilpotent.
Our computations which prove that T is nilpotent are quite subtle.

Knuth-Bendix implementations well-suited to group theory which are available
include RKBP by Sims and KBMAG by Derek Holt [4] which is available in GAP and
Magma. Both of these packages may be used in proving enough about T . The
final result is that the Knuth-Bendix procedure (initially together with some now
surplus “hand” work) shows that the group T is nilpotent.

A simple-minded approach to solving this problem is as follows. Use the nilpo-
tent quotient algorithm (we used the implementation by Werner Nickel [5]) to
find a polycyclic presentation (PCP) for the largest nilpotent quotient. Define
an input group for Knuth-Bendix on the PCP generators, then run the Knuth-
Bendix process using a wreath-product ordering with this input group, adding
sufficient instances of the 4-Engel law till the process terminates with a confluent
presentation for the group.

This approach works well with easier problems about 3-generator groups. It
readily shows the nilpotency of any 3-generator 4-Engel group in which two pairs
of generators commute and the remaining pair generate a subgroup with class
3. With more effort, but still easily, it shows the nilpotency of any 3-generator
4-Engel group in which one pair of generators commute and the other two pairs
generate a subgroup with class 2. We have not been able to make this approach
work directly for T .

When we start this way, we find that the Knuth-Bendix procedure finds many
thousands of consequences of the defining relations but does not terminate even
when given large amounts of time and space. Various unsuccessful attempts ran
for several cpu days and used up to a gigabyte of memory. Instead, our first proof
relied on some hand calculations and on our inspecting incomplete Knuth-Bendix
computations and deducing useful consequences by hand.
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As we did this we discovered two important facts. First, it could be useful
to introduce additional, redundant generators. Second, even though the wreath-
product ordering implies that the simple approach should lead (eventually) to a
finite confluent presentation, we found we could make more rapid progress using
lenlex ordering. We point out that the reduction to just the nilpotency prob-
lem for the group T came after we had solved similar problems for various other
groups. Also, the final proof for T , which requires only one Knuth-Bendix run,
was developed after we had done very many other runs.

Our published proof uses one extra generator beyond those which appear in a
PCP for (the nilpotent quotient of) T . The Knuth-Bendix procedure then gives
us enough additional relations to show that T is nilpotent (with some extra hand
calculations). In that proof, we prefaced use of the Knuth-Bendix procedure by
determining separately some additional relations which hold in T , beyond the six
initial relations in the presentation given for T earlier.

Further study of the relevant computations, aided by suggestions from Charles
Sims, reveals that we can use the Knuth-Bendix procedure to prove nilpotence
without explicitly adding these extra relations. By adding more redundant gener-
ators and by altering the sequence of Knuth-Bendix iterations we can first obtain
all of the required additional relations and subsequently deduce that T is nilpo-
tent. It suffices to introduce definitions for all six left normed commutators of
weight 5 (instead of just defining one of these, as we did originally). This makes
that part of the proof both shorter and faster. Using this would have reduced our
complete paper by about 10% in total length, and the proof of the nilpotence of T
from about 4 1

2 pages to about 1 page. Furthermore, this proof of the nilpotence
of T does not require arguments involving the Hirsch-Plotkin radical.

These observations raise important questions about how one should approach
use of the Knuth-Bendix procedure to solve problems in group theory.

It should be noted that Traustason [10] has found a very clever proof of the
nilpotence of the group T which does not use the Knuth-Bendix procedure. How-
ever both our paper and Traustason’s proof of the nilpotence of T still make
essential use of detailed information about the free 4-Engel group of rank 2 ob-
tained with the nilpotent quotient algorithm. Also, our complete proof relies on a
number of computations using the nilpotent quotient algorithm applied to groups
of class 4 and 5.
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Computational Investigations of 4-Engel Groups

Charles C. Sims

A group G satisfies the 4-Engel condition if for all elements x and y of G the
left-normed commutator [x, y, y, y, y] is trivial. In [3] Traustason proved that two-
generator 4-Engel groups are nilpotent. Using this result, Havas and Vaughan-Lee
[1] then showed that all 4-Engel groups are locally nilpotent.

Let E(2, 4) denote the freest two-generator 4-Engel group. By Traustason,
E(2, 4) is nilpotent and hence finitely presented. Thus E(2, 4) is defined as a two-
generator group by a finite number of instances of the 4-Engel identity. Trausta-
son’s proof is nonconstructive in the sense that it makes heavy use of properties of
the Hirsch-Plotkin radical. This makes it difficult to determine an explicit finite
set of instances of the 4-Engel identity that defines E(2, 4).

The main purpose of this talk is to report that the speaker has obtained a direct
computational proof that E(2, 4) is nilpotent, a proof that uses no more than 108

instances of the 4-Engel identity. It is almost certain that a much smaller set of
instances suffices. Work continues to construct such a set.

The only reasonable computational tool for demonstrating the nilpotence of
E(2, 4) is the Knuth-Bendix procedure for strings. An introduction to this pro-
cedure can be found in Chapter 2 of [2]. Attempts to use the Knuth-Bendix
procedure to study E(2, 4) were initially unsuccessful. Only when a large number
of redundant generators were added was progress possible.

One set of generators that “works” is the set of commutators of weight at most
10 in two generators. More precisely, let a and b denote the standard generators
of E(2, 4) and define a sequence of commutators as follows: The commutators of
weight 1 in the sequence are a and b, in that order. Suppose that the commutators
of weight up to n have been defined. Then the commutators of weight n+1 in the
sequence are all [v, u], where u and v are already in the sequence, u precedes v,
and the sum of the weights of u and v is n+1. The new commutators are ordered
first by v and then by u.

There are 2363 commutators in this sequence with weight at most 10. Let these
commutators be denoted a1, . . . , a2363. The initial input to the Knuth-Bendix
procedure consists of these 2363 generators, their definitions in terms of a = a1
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and b = a2, and approximately 108 instances [u, v, v, v, v] of the 4-Engel identity,
where u and v are words of length at most 3 in the ai.

After several days of cpu time on a SunFire computer, a number of the ai have
been shown to be trivial, some have been shown equal to others, and two, a1206

and a1991, have been determined to be central. Quite quickly the groups 〈a1, a3〉
and 〈a2, a3〉 are found to be nilpotent of class at most 4. It takes quite a bit longer
to get any additional information.

Since a group is nilpotent if and only if the quotient of the group by its center is
nilpotent, the elements a1206 and a1991 may be set equal to 1. If this is done, then
after another couple of days of cpu time, some more generators have been shown
to be trivial and some others have been shown to be central. Again, these central
generators are set equal to 1 and the computation continued. Setting central
elements equal to 1 twice more leads to a group that is obviously nilpotent.

The bound one gets for the nilpotence class of E(2, 4) from this computation
is too high. As shown by the implementation of the nilpotent quotient algorithm
by Werner Nickel, the correct class is 6. One could try to see if the Knuth-
Bendix procedure can correctly obtain the class. This would be done by setting
all commutators of weight 8 equal to 1 and seeing whether the Knuth-Bendix
procedure can deduce that all commutators of weight 7 are also 1.

The total cpu time required for this computation was about 10 days. Roughly
16 gigabytes of memory were needed. Substantial modifications to the speaker’s
implementations of the Knuth-Bendix procedure had to be made and the programs
needed to be run in a 64-bit environment.

More thought should be given to the question of what redundant generators
to add in a Knuth-Bendix computation. With E(2, 4), the defining relators are
commutators and to prove nilpotence one wants to prove that commutators of
high weight are trivial. Thus adding commutators as extra generators makes a lot
of sense.

One would also like to study Burnside groups computationally. Here again one
is trying to prove nilpotence or solvability but now the relators being added are
powers. The proper choice of additional generators in this situation is less obvious.

A great deal of additional experimentation with 4-Engel groups has been per-
formed. For example, it was shown that both H = 〈a, b | a2 = 1, 4-Engel〉 and
K = 〈a, b | a4 = 1, 4-Engel〉 have finite confluent rewriting systems on the given
generators with respect to the lenlex ordering with a < a−1 < b < b−1. In H ,
b16 commutes with a. Thus in a 4-Engel group, the 16th power of every element
commutes with all involutions.

References

[1] G. Havas and M. R. Vaughan-Lee, 4-Engel groups are locally nilpotent, Internat. J. Alg.
Comp. 15 (2005), 649–682.

[2] C. C. Sims, Computation with Finitely Presented Groups. Cambridge University Press 1994.
[3] G. Traustason, Two generator 4-Engel groups, Internat. J. Alg. Comp. 15 (2005), 309–316.



Computational Group Theory 1839

Computational Invariant Theory – new developments

Gregor Kemper

This talk gives a survey of some old topics and some new developments in
invariant theory. The basic setting is as follows: Let G be a linear algebraic group
and X an affine variety on which G acts by a morphism G × X → X . Then G
also acts on the ring K[X ] of regular functions, and we consider the invariant ring
K[X ]G. An important special case occurs when X is affine n-space and G acts
linearly. There are a number of classical problems in invariant theory:

• Hilbert’s 14th problem: Is K[X ]G finitely generated (as a K-algebra)?
• If so, find generators (and/or teach a computer to do so).
• What structural properties does the algebra K[X ]G have?
• Orbit separation: For x, y ∈ X with G(x) 6= G(y), does there exist
f ∈ K[X ]G with

f(x) 6= f(y)?

It is the second problem that we will be particularly interested in. Progress
has been made on various fronts here. To give an account of the present state
of the art, it is useful to distinguish between various classes of groups. Notably,
we have the finite groups, the reductive groups, and the linearly reductive groups.
For computing invariant rings of finite groups, algorithms have been found by
Sturmfels and by the author. For G linearly reductive, an algorithm was given by
Harm Derksen in 1999. Various other algorithms are available for infinite groups,
with various degrees of generality. It is striking that one ideal, which we propose to
call the Derksen ideal, appears in all these algorithms. The Derksen ideal D comes
in various flavors. We assume that G acts on a K-algebra R, and x1, . . . , xn ∈ R.

Algebraically:: D :=
⋂

σ∈G

〈y1 − σ(x1), . . . , yn − σ(xn)〉R[y1,...,yn]

(ideal in polynomial ring R[y1, . . . , yn]). This may be taken as the defini-
tion of D.

Geometrically:: If R = K[V ] = K[x1, . . . , xn], then D is the vanishing
ideal of

D = {(x, y) ∈ V × V |G(x) = G(y)} .

Computationally:: If G ⊆ Km with vanishing ideal IG ⊆ K[t1, . . . , tm],
and σ(xi) = fi(σ) with fi ∈ R[t1, . . . , tm], then

D = 〈IG ∪ {y1 − f1, . . . , yn − fn}〉R[t,y] ∩R[y1, . . . , yn].

Thus computing D amounts to the computation of an elimination ideal,
which can be done by Gröbner basis computations. This is the main
computational step in most of the algorithms.

The Derksen ideal is used in Derksen’s algorithm, whence its name. But it is
also the main protagonist in an algorithm for computing invariant fields, which
was found in 1999 by Müller-Quade and Beth and was generalized in 2006 by the
author. This algorithm works for all algebraic groups and has a stunningly simple
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proof of correctness. A theorem of Rosenlicht on separating properties of rational
invariants can be derived as a consequence.

We continue by considering separating invariants, which is a weakening of the
concept of generating invariants. It turns out that in many respects separat-
ing invariants have nicer properties than generating invariants. Moreover, using
separating invariants as an intermediate step yields an algorithm for computing
invariant rings of reductive groups. This algorithm also uses the Derksen ideal.

The invariants of the Clifford-Weil groups

Gabriele Nebe

There is a beautiful analogy between most of the notions for lattices and codes
provided by construction A (see for instance [2], [3], [6]). Theta-series of lattices
correspond to weight-enumerators of codes. Whereas theta-series of unimodular
lattices are modular forms for certain Siegel modular groups, weight-enumerators
of self-dual codes are polynomials invariant under a certain finite group, called the
associated Clifford-Weil group, and in fact the main result of [3] shows that these
weight-enumerators generate the invariant ring. Many structures from modular
forms, such as Siegel’s Φ-operator that maps the genus-m Siegel theta-series of
a lattice to its Siegel theta-series of genus m − 1, have analogues on the coding
theory side. One missing concept was the one of Hecke-operators which play an
important role for the investigation and construction of modular forms. For codes
over finite fields these are introduced in the two papers [4] and [5], which therewith
answer a question raised in 1977 in [1].

For N ∈ N let

FN := {C = C⊥ ≤ FN
q }

denote the family of self-dual codes of length N over Fq. The genus-m complete

weight enumerator p
(m)
C of a code C ∈ FN is a homogeneous polynomial of degree

N in qm variables that encodes important information about the code. The main
theorem of [3] constructs a finite complex matrix group Cm ≤ GLqm(C), the
associated Clifford-Weil group, such that the space of homogeneous polynomials

of degree N that are invariant under Cm is the linear span of the p
(m)
C with C ∈ FN ,

InvN (Cm) = 〈p
(m)
C | C ∈ FN〉.

Since the genus-N
2 weight enumerators of inequivalent codes in FN are linearly in-

dependent, the Molien series of Cm tends monotonically to the generating function
of the number of equivalence classes of codes in FN when m goes to infinity. The
coding-theoretic analogue of the Siegel Φ-operator introduced by Runge [6] maps

p
(m)
C to p

(m−1)
C and therewith yields a surjective linear mapping

Φm : InvN (Cm)→ InvN (Cm−1)

between invariant rings of linear groups of different degree. This gives rise to
an orthogonal decomposition (with respect to the natural Cm-invariant hermitian
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product on InvN (Cm))

InvN(Cm) = ker(Φm) ⊥ ker(Φm)⊥ ∼= ker(Φm) ⊥ InvN (Cm−1) ∼=⊥
m
j=0 ker(Φj) ⋆ .

We present two constructions of a commutative subalgebra of End(InvN (Cm))
that has ⋆ as eigenspace decomposition. The first one uses codes, the second one
expresses these Hecke-operators as linear combinations of Cm-double cosets.

1) Codes: The family FN is the union of, say, h equivalence classes of codes
FN = ∪h

i=1[Ci]. Note that equivalent codes have the same complete weight enu-
merators. Regarding ([C1], . . . , [Ch]) as a basis of a complex vector space V , define
the Kneser-Hecke operator T ∈ End(V ) by

T ([Ci]) :=
∑

D∈FN

[D]

where the sum runs over all D such that dim(D ∩ Ci) = N/2 − 1. The action of
T on the genus-m complete weight enumerators gives a linear operator δm(T ) ∈
End(InvN (Cm)). The eigenspaces of δm(T ) are the non-zero direct summands of
⋆ with explicitly known eigenvalues.

2) Double-cosets: For lattices the analogue of the operator δm(T ) is a linear
combination of double cosets of the associated modular group. In the coding
theory case one finds a similar expression using the fact that Cm is a finite Weil
representation, which means that there is a Heisenberg group Em ≤ GLqm(C)
that is normalized by Cm. The paper [5] constructs a commutative algebra H(Cm)
generated by double-cosets CmpUCm of orthogonal projections pU onto the fixed
space of suitable elementary abelian subgroups U ≤ Em. Its action on InvN (Cm)
coincides with the algebra generated by δm(T ).
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Representations, commutative algebra, and Hurwitz groups

Daniel Robertz

(joint work with Wilhelm Plesken)

In [13] we have constructed characteristic zero representations of the (2, 3, 7)-
triangle group

G2,3,7 := 〈a, b | a2, b3, (ab)7〉

in degrees up to seven. Some families of Hurwitz groups [3, 8, 9, 14, 15], i.e. finite
epimorphic images of G2,3,7 were found as images of these representations. The
employed method was already suggested in [11] and applied in [4], but nowadays
more powerful computational techniques are available.

The procedure to construct matrix representations is in principle applicable to
any finitely presented group G. We assign matrices with indeterminate entries to
the generators of the presentation and translate the relators into relations between
these commuting variables. Hence, the set of all matrix representations of G with
entries in a fieldK is viewed as the set ofK-rational points of an affine variety. The
corresponding system of algebraic equations is handled by Janet’s algorithm [5],
which is an earlier and rather successful version of a Gröbner basis type algorithm,
cf. [12, 1]. The dimension of the variety is easily obtained from Janet’s algorithm.
In the zero-dimensional case the result gives finitely many matrix representations
over some number field.

This method was applied to G = G2,3,7 for small degrees. When restricting to
irreducible representations, i.e. cyclic KG-modules M , the number of indetermi-
nates can drastically be reduced by choosing a structurally rigid K-basis of M . To
this end, a total order < on the free monoid F generated by a, b is defined which
is compatible with the left multiplication in F . We start with an eigenvector e1
for ab. Suppose we have already defined i basis vectors e1, . . . , ei of M . Then we
choose ei+1 to be w e1, where w is the smallest word in F with respect to < such
that (e1, . . . , ei, w e1) is K-linearly independent.

In [13], a total order < with b < a was chosen which led to a unique K-basis
for the KG-modules up to degree 5; for larger degrees case distinctions had to be
made. We classified the irreducible projective representations of G2,3,7 completely
up to degree 5 and solved some cases in degree 6 and 7.

The outlined approach sometimes allows to prove that the considered group G
is infinite. If it is not, then group recognition routines [2, 10, 6] may identify the
image of the representation. Moreover, further relations can easily be added to the
presentation when using the above method. In [13] the additional relator [a, b]n

was imposed for n ∈ {4, . . . , 19} when considering degree 6 in finite characteristic
(for computational reasons). Some finite groups, e.g. the second Janko group
J2, came up, but the construction of an infinite factor group of G2,3,7 was not
rigorously carried out. In general, one may ask if it is possible to decide whether
there are additional relations which can be imposed, still admitting solutions. If
it is possible, of course, one would like to find such relations. Since the method
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can be applied over Z as well, it can for instance be used to find all prime powers
q for which epimorphisms onto PSL2(q) exist.
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Computing minimal polynomials

Max Neunhöffer

(joint work with Cheryl Praeger)

We present an algorithm to compute minimal polynomials of matrices that is in
practice over finite fields noticeably faster than the algorithms currently imple-
mented in GAP and Magma. The algorithm consists of a Monte Carlo algorithm
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to actually compute the minimal polynomial with a prescribed maximal error prob-
ability, and a deterministic verification phase. The procedure was inspired by, and
developed from, a deterministic minimal polynomial algorithm for cyclic matrices
by Peter Neumann and Cheryl Praeger in [1].

Let F be a finite field and M ∈ Fn×n a matrix acting from the right on the
row space V := F 1×n.

We first compute the characteristic polynomial with the standard approach.
That is, we first compute the order polynomial of a random vector v1 and then
inductively the relative order polynomials of further random vectors vi modulo the
spaces 〈v1, . . . , vi−1〉M respectively until we have V = 〈v1, . . . , vk〉M . We carefully
store all intermediate results, such that we end up with a new F -basis of V :

(v1, v1M, . . . , v1M
d1−1, . . . , vk, vkM, . . . , vkM

dk−1)

The data structures involved in this part are as in [1]. A probability analysis then
shows that for each ǫ > 0 we can determine some small number u with 1 ≤ u ≤ k
such that the probability, that the least common multiple of the absolute order
polynomials of v1, . . . , vu is equal to the minimal polynomial of M , is greater than
1− ǫ.

Using the sparseness of M after a base change to the new basis we obtain a
Monte Carlo algorithm with prescribed error bound ǫ to compute the minimal
polynomial of M by computing the absolute order polynomials of v1, . . . , vu and
their least common multiple using all the already acquired information.

We can show that the total number of elementary field operations (counting
additions, multiplications, and inversions) needed to compute the absolute order
polynomial of vj is bounded by

(j + 8) ·D2 + j ·D

where D = dimF (〈v1, . . . , vj〉M ), assuming the results from the computations of
the characteristic polynomial.

Given ǫ > 0, we can bound the value u such that we end up with an analysis
showing, that for every fixed ǫ > 0 our Monte Carlo algorithm needs asymptotically
for n→∞ less than 5n3 elementary field operations plus the number of operations
needed for the factorisation of the characteristic polynomial plus the number of
operations needed for generating k random vectors.

In many cases the algorithm in addition proves the result to be true, for example
if the minimal polynomial is equal to the characteristic polynomial. For other
cases, we have a deterministic verification routine that performs well in practice.
However, it still needs improvement with respect to its worst case analysis.
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Stratification of diagram algebras

Anne Henke

(joint work with R. Hartmann, S. Koenig, R. Paget)

Background. In 1937 Brauer [1] asked the question which algebra has to replace
the group algebra of the symmetric group kΣr in Schur-Weyl duality if one replaces
the general linear groups GLn by its orthogonal or symplectic subgroup. As an
answer for k = C, he defined an algebra which is a special case of what nowadays
is called the Brauer algebra Bk(r, δ) with parameter δ ∈ k. Brauer algebras
at first were mainly studied over the complex numbers. Hanlon and Wales [5]
conjectured values δ for which BC(r, δ) is semi-simple. This conjecture was proved
by Wenzl [12]. The question about semisimplicity of Bk(r, δ) over any field k was
settled only recently by Rui [11].

The interest in Brauer algebras over a field k of prime characteristic increased,
when Graham and Lehrer [4] introduced the structure of cellular algebras to allow
a more systematic study of Brauer algebras, Ariki-Koike algebras etc. Koenig and
Xi [10] showed that they are iterated inflations of group algebras of symmetric
groups, and thus reproved that Brauer algebras are cellular.

Here, more generally we are interested in algebras represented by diagrams, like
Brauer algebras, BMW-algebras or partition algebras. The theoretical results pre-
sented here (for details see [6]) have been motivated by computations with Brauer
algebras, using GAP and the MeatAxe and by results on Brauer algebras in [7].

Cellularly stratified algebras. Let A be an algebra which can be realised
as an iterated inflation of smaller cellular algebras Bl along vector spaces Vl for
l = 1, . . . , n. By [9] this implies that as a vector space A =

⊕n
l=1 Bl ⊗ Vl ⊗ Vl.

Moreover, A is cellular with a chain of ideals 0 ⊂ J1 ⊂ . . . ⊂ Jn = A, which can be
refined to a cell chain, and each subquotient Jl/Jl−1 equals Bl⊗Vl⊗Vl as algebra
without unit. Let 1Bl

be the unit element of the algebra Bl. We suggest in [6] the
following definition:

Definition. A finite dimensional associative algebra A over a field k is called
cellularly stratified with stratification data (B1, V1, . . . , Bn, Vn) if and only if the
following conditions are satisfied:

(C) AlgebraA is an iterated inflation of cellular algebrasBl along vector spaces
Vl for l = 1, . . . , n.

(L) For each l = 1, . . . , n, there exists an idempotent el ∈ A such that Jl =
AelA and el = 1Bl

⊗ ul ⊗ vl for some vectors ul, vl ∈ Vl.
(I) If l > m, then elem = em = emel.
(E) For l = 1, . . . , n, map ιl : Bl → A with ιl(b) = b⊗ ul⊗ vl is multiplicative.

Examples.

• Let r ∈ N and δ ∈ k. If r is even, suppose δ 6= 0. Then the Brauer algebra
Bk(r, δ) is cellularly stratified. The Bl’s are group algebras of symmetric
groups.
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Figure 1. Decomposition matrix of Bk(7, 1) with char(k) = 2

dim cell\simples 1 6 14 8 20 15 48 76 35 84 1
1 (7) 1 . . . . . . . . . .

6 (6, 1) . 1 . . . . . . . . .

14 (5, 2) . . 1 . . . . . . . .

14 (4, 3) . 1 . 1 . . . . . . .

15 (5, 12) 1 . 1 . . . . . . . .

35 (4, 2, 1) 1 . 1 . 1 . . . . . .

21 (32, 1) 1 . . . 1 . . . . . .

21 (3, 22) 1 . . . 1 . . . . . .

20 (4, 13) . 2 . 1 . . . . . . .

35 (3, 2, 12) 1 . 1 . 1 . . . . . .

14 (23, 1) . 1 . 1 . . . . . . .

15 (3, 14) 1 . 1 . . . . . . . .

14 (22, 13) . . 1 . . . . . . . .

6 (2, 15) . 1 . . . . . . . . .

1 (17) 1 . . . . . . . . . .

21 (5) . 1 . . . 1 . . . . .

84 (4, 1) 2 . 1 . 1 . 1 . . . .

105 (3, 2) . 1 . 1 . 1 . 1 . . .

126 (3, 12) . 2 . 1 . 2 . 1 . . .

105 (22, 1) . 1 . 1 . 1 . 1 . . .

84 (2, 13) 2 . 1 . 1 . 1 . . . .

21 (15) . 1 . . . 1 . . . . .

105 (3) 2 . . . 1 . 1 . 1 . .

210 (2, 1) . 2 . 1 . 2 . 1 . 1 .

105 (13) 2 . . . 1 . 1 . 1 . .

105 (1) . 2 . 1 . . . . . 1 1

• Let n ∈ N, λ, λ−1, q, q−1, δ ∈ k satisfying λ−1 − λ = (q − q−1)(δ − 1). If n
is even, suppose δ 6= 0. Then the BMW algebra BMWk(n, λ, q − q−1, δ)
is cellularly stratified. The Bl’s are Hecke algebras.
• Let n ∈ N and δ ∈ k. Suppose δ 6= 0. Then the partition algebra Pk(n, δ)

is cellularly stratified. The Bl’s are group algebras of symmetric groups.

We define the induction functor Gl = Ae ⊗eAe Bl ⊗Bl
− : Bl-mod → A-mod.

Then G is an exact functor, sending cell modules of Bl to cell modules of A.
Decomposition numbers are the multiplicities of simple modules as composition
factors in cell modules.

Theorem. For each l, the decomposition matrix of Bl is a diagonal submatrix of
the decomposition matrix of A.

We computed decomposition matrices of Brauer algebras for r ≤ 9 and δ ∈
{0, 1} for p = 2 and δ ∈ {0, 1, 2} for p = 3.

Theorem. Let A be cellularly stratified. Then A is stratified in the sense of [2]
with a stratification provided by the ideals Jl. Moreover, for any l there is a full
recollement of bounded derived categories

Db(A/Jl-mod)
←
→
← Db(A-mod)

←
→
← Db(Bl-mod).

The second part of the theorem implies that the derived category of A has a
stratification (iterated recollements) by the derived categories of the algebras Bl.
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Corollary. Let A be cellularly stratified, M,N any A/Jl-modules and X,Y any
Bl-modules. Then for any i > 0 and any j ≥ 0:

ExtiA(M,N) ≃ ExtiA/Jl
(M,N), ExtjBl

(X,Y ) ≃ ExtjA(Gl(X), Gl(Y )).

Corollary. Let A be cellularly stratified by the algebras B1, . . . , Bn. Then the
global dimension of A is finite if and only if all Bl have finite global dimensions.
The finitistic dimension of A is finite if and only if all Bl have finite finitistic
dimensions. In particular, the finitistic dimension conjecture holds for Brauer
algebras, BMW-algebras and partition algebras.

Dlab and Ringel defined standardizable sets in an abelian category [3, Section
3]. If the cell modules of a cellular algebra form such a standardizable set, this
implies that modules with a cell-filtration have well-defined filtration multiplicities.

Theorem. Let A be cellularly stratified. The cell modules of A form a standard-
izable set iff for each l, the cell modules of Bl form a standardizable set.

Let e be least with 1 + q−2 + q−4 + · · ·+ q−2e = 0, q ∈ k. Using [8, 4.2.1, 4.4.1]:

Corollary. Let char(k) 6= 2, 3. Then Brauer algebras (with δ 6= 0 if r even) and
partition algebras (with δ 6= 0) are cellular algebras, whose cell modules form a
standardizable set. Suppose e ≥ 4. Then the BMW algebras (with δ 6= 0 if n even)
are cellular algebras, whose cell modules form a standardizable set. In the above
algebras, modules with cell filtrations have well-defined filtration multiplicities.
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Algorithmic use of the Mal’cev correspondence

Björn Assmann

The connection between groups and Lie rings, respectively Lie algebras, is a
well-known and mathematically very useful concept. For example, a typical way
to solve a problem in a Lie group is to transfer the problem to the Lie algebra of
the group, study it there with the help of tools from linear algebra and transfer
the result back into the Lie group.

Mechanisms of this kind have also been shown to be useful for algorithmic
applications. For instance, Vaughan-Lee and O’Brien used Lie ring techniques
to construct a consistent polycyclic presentation of R(2, 7), the largest finite 2-
generator group of exponent 7 [7].

Mal’cev showed in the 1950s that there is a correspondence between Q-powered
nilpotent groups and rational nilpotent Lie algebras [6]. I am interested in algorith-
mic applications of this correspondence to computations with infinite polycyclic
groups; so far I have used it for the following projects.

• Fast collection in infinite polycyclic groups [1, 3].
Collection lies in the heart of most algorithms dealing with polycyclically
presented groups. The current state of the art for collection in those groups
is “Collection from the left” (Cftl). The Mal’cev correspondence can be
used to gain a considerable speed up in comparison with Cftl.
• Symbolic collection in infinite polycyclic groups.

In [4] du Sautoy showed that for a given infinite polycyclic group G, there
exist certain functions ( K-linear combinations of monomials in integer
variables and expressions like ωy, where K is a number field, ω ∈ K and
y an integer variable ) that describe the collection process in a subgroup
of finite index of G. The Mal’cev correspondence can be used to com-
pute these functions. This method can be seen as a generalisation of the
algorithm “Deep Thought” of Leedham-Green and Soicher [5].
• Testing polycyclicity of finitely generated rational matrix groups

(joint with Bettina Eick) [2].
Given a finite set of matrices g1, . . . , gn ∈ GL(d,Q) the Mal’cev correspon-
dence can be used for testing whether G = 〈g1, . . . , gn〉 is polycyclic. In
particular it can be used to control possibly infinitely generated torsion-
free nilpotent subgroups of G.

In the near future I plan to apply Lie methods to various other computations
with soluble/polycyclic groups. For example, I want to use them for collection
in p-groups and for studying the conjugacy problem in finitely generated soluble
rational matrix groups.
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Groups generated by automata

Laurent Bartholdi

There has been considerable interest since the 1980’s in groups generated by au-
tomata – these include examples by Aleshin, Grigorchuk, Gupta and Sidki, among
others. They produced groups of intermediate growth, and infinite torsion groups,
among others.

This note reports on a coming Gap package, Fr, for manipulation and compu-
tation with such groups. For more information on groups generated by automata
and self-similar groups, consult the references [3, 4, 2, 5].

1. Machines

The basic objects are as follows: a machine, or automaton M is defined by a
set X , called the alphabet ; a set Q, called the stateset ; and a function φ : Q×X →
X ×Q called the transition.

An element E = (M, q) is a machine M , with a distinguished internal state
q ∈ Q. An element (M, q) induces a transformation of finite sequences X∗, or of
infinite sequences X∞, as follows. Given a sequence x1x2 . . . , the machine reads
the first letter, x1; it then computes φ(q, x1) = (y1, q

′); it then outputs the letter
y1; puts itself in internal state q′; and proceeds with the remainder x2x3 . . . of the
sequence.

Clearly this transformation is invertible as soon as for all q ∈ Q the projection
on the first coördinate of the restriction φ(q,−) induces a bijection X → X .

There are two types of machines: either Q is a finite set, in which case φ is
stored as a table (M is then called a Mealy machine); or Q is a free group on a
finite generating set S, in which case φ is specified as a map S × X → X × Q.
The action of the element (M, q) for q 6∈ S is simply defined by composition: the
formula

(1) φ(q1q2, x) = (z, q′1q
′
2) if φ(q1, x) = (y, q′1) and φ(q2, y) = (z, q′2)

reduces the computation of φ(q, x) for all q ∈ Q, x ∈ X to that of φ(s, x) for all
s ∈ S,X ∈ X .
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The product and inverse (if it exists) of an element is again an element, on the
same alphabet. If Q,Q′ are the finite statesets of M,M ′ respectively, one may
define the product MM ′ as a machine with stateset Q×Q′, in such a way that the
element (M, q)(M ′, q′) is (MM ′, (q, q′)), using essentially Equation (1). If Q,Q′

are free groups, one may take Q ∗ Q′ as stateset of MM ′, extending naturally
φ : (Q ∪ Q′) × X → X × (Q ∪ Q′) to a map (Q ∗ Q′) × X → X × (Q ∗ Q′); the
initial state of (M, q)(M ′, q′) is now qq′.

A machine can conveniently be described as a graph. One draws one vertex for
each q ∈ Q, and an arrow from q to q′, labeled x/x′, whenever φ(q, x) = (x′, q′).

2. Groups

Of particular interest are the groups generated by all the elements (M, q), where
q ranges over the stateset of a given machine M . This group is denoted G(M), and
is state-closed : the state of an element, after it has read any number of symbols
from X , is again an element of G(M). What amounts to the same thing, there is
an injective map G(M)→ G(M)X ⋊ Sym(X).

It is a common feature of almost all results on groups generated by finite au-
tomata that they involve many calculations of a finite nature. In particular, one
would like to: check equality of elements of G(M) given as products of generators
(the “word problem”); compute the action of such elements on strings, both finite
or infinite-periodic; compute small (e.g. nilpotent) quotients of G(M); etc. Some
of these methods have been implemented in Fr, and others will appear soon.

3. A sample run

Below is a sample session of Gap, showing some of the most basic commands
of Fr. A machine is entered by listing the second coördinate of φ, using Q =
{1, 2, 3, 4, 5}, and the first coördinate, given as the induced permutations of X =
{1, 2}.

After defining the machine m and group g, the following code computes the
orders of some elements, their action on sequences, displays (in separate windows)
the elements g1 and g1g2, and computes as a permutation group the quotient q
of g acting on sequences of length 6. It then computes the Jennings Lie algebra,
leading to the observation (proved in [1]) that the ranks are alternatively 1 and 2.
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gap> m := MealyMachine([[5,5],[1,3],[1,4],[5,2],[5,5]],

[(1,2),(),(),(),()]);

<Mealy machine on alphabet [ 1 .. 2 ] with 5 states>

gap> g := SCGroup(m);

<self-similar group over [ 1 .. 2 ] with 5 generators>

gap> Order(g.1);

2

gap> Order(g.1*g.2);

16

gap> [1,1]^g.1;

[ 2, 1 ]

gap> [1,1,[2]]^g.1;

[ 2, 1, [ 2 ] ]

gap> [1,[1,2]]^g.1;

[ [ 2, 1 ] ]

gap> [1,1,[2]]^g.2;

[ 1, [ 2 ] ]

gap> Draw(g.1);

a

e

1/2 2/1

b

1/1c

2/2

1/1

d

2/2

2/2

1/1

1/12/2gap> Draw(g.1*g.2);

a 1/12/2

b

c

2/1

e

1/2

1/22/1

d

1/1

f

2/2 1/1

2/2

1/1

2/2

gap> q := PermGroup(g,6);

<permutation group with 5 generators>

gap> LogInt(Size(q),2);

42

gap> j := JenningsLieAlgebra(q);

<Lie algebra of dimension 42 over GF(2)>

gap> List([1..20],i->Dimension(Grading(j).hom_components(i)));

[ 3, 2, 1, 2, 1, 2, 1, 2, 1, 2, 1, 2, 1, 2, 1, 2, 1, 1, 1, 1 ]

4. Open questions

As of now, we know only very few algorithms that handle groups generated
by automata. Some subclasses of these groups may well be more amenable to
computation; for example, those that are “contracting”, i.e. such that all the
projections G(M) → G(M)X ⋊ Sym(X) → G(M) are contracting for the word
metric on G(M). It is known that for these the word problem is solvable in
polynomial (essentially linear) time; in some cases the conjugacy problem is also
solvable; is some cases a recursive presentation can be computed, etc.

To the best of my knowledge, no algorithm is known that computes the order (in
N∪{∞}) of a Mealy element. This is striking: if an element has finite order, then
this order can be determined using the solution to the word problem. Therefore, if
no algorithm existed to determine the order of an element, this would mean that
the function (n 7→ largest finite order of a Mealy element with #Q = n) is not a
recursive function — a highly unlikely event.
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Computing nonsolvable quotients of finitely presented groups

Alexander Hulpke

(joint work with Alice Niemeyer)

A principal tool for the study of finitely presented groups has been algorithms
for computing quotient groups of a “better behaving” class, in which efficient
computations are feasible.

For example one can find (and represent) subgroups of G as full preimages of
subgroups in a homomorphic image. Intersection of subgroups can be treated in
the same way. Words which represent different elements in the quotient clearly
must represent different elements of G.

The easiest case of these is the computation of the structure of G/G′ by calcu-
lating the Smith Normal form. More sophisticated algorithms have been developed
over the last three decades:

(1) The Low Index algorithm which finds subgroups of bounded index in G
(and thus homomorphisms from G into permutation groups of small de-
gree). Its runtime is exponential in the index and thus it it only feasible
for small indices, thus the name.

(2) The p-quotient algorithm which finds epimorphisms from G onto groups
of prime-power order.

(3) The nilpotent quotient algorithm by Nickel, which finds epimorphisms onto
(infinite) nilpotent groups.

(4) A solvable quotient algorithm (SQ), finding epimorphisms onto finite solv-
able groups, has been developed in two flavors:
(a) Following a suggestion of Leedham-Green, Niemeyer uses consistency

conditions for pc-presentations to obtain a module presentation for
the next layer. These are evaluated using vector enumeration.

(b) Plesken suggests to first enumerate all irreducible modules for the
factor group (which for solvable groups can be done in an inductive
process), then to calculate the 2-cohomology for each module, and
finally to test whether an extension with the module can become a
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quotient. This work has been extended by Brückner which introduces
a criterion which can be used to determine the relevant primes.

(5) Lo described a Polycyclic quotient algorithm which find epimorphisms onto
(infinite) polycyclic groups.

Apart from the low-index algorithm, all of these algorithms find only solvable
or polycyclic quotients. In particular they will never expose nonsolvable parts of
a group.

Given the rather limited “tool chest” available for investigating finitely pre-
sented groups, any extension of these algorithms will be a welcome tool for re-
searchers investigating finitely presented groups.

In recent work I have been able to start generalizing the idea of solvable quotient
algorithms to nonsolvable groups.

The basic assumption here is that a quotient ϕ : G→ H onto a finite group H
is assumed to be known. (The low index algorithm is a typical source of such a
quotient.)

One now wants to find a group extension N.H of an H-module N by H such
that there is an epimorphism λ : G→ N.H such that ϕ = λ ·ν factors through the
natural homomorphism ν : N.h → H . We call such an epimorphism λ a lift of ϕ
and N the lift kernel of λ.

Iteration of this process will produce solvable-by-finite quotients (which are the
largest class of groups for which algorithms are feasible).

A naive way to find such an N would be to rewrite the presentation for G to
its normal subgroup kerϕ. Such a rewritten presentation however becomes more
complicated with the index [G : kerϕ] thus this approach is not really practical.
The argument shows however the feasibility in principle.

So far the approach has been twofold. The use of induced representations gives
a criterion to test whether a lift with a givenH-module N can occur. This criterion
might be used to generalize the Plesken variant of the SQ. A main difficulty to
this however would be the enumeration of all irreducible H-modules.

Nevertheless this method has been used successfully to answer a question by
Pasechnik whether a particular epimorphism onto the sporadic group McL (of
order about 8 · 106) has lifts for modules in characteristic 3. This problem had
been unsolved with prior methods.

More recently, in collaboration with A. Niemeyer, we tried to develop a gener-
alization of the Leedham-Green/Niemeyer solvable quotient algorithm. The idea
of this work is to replace a pc-presentation for the factor group H by a confluent
rewriting system. To go from the factor group H to an extension N.H one then
modifies each rewriting rule by adding one formal generator as element of N . Fi-
nally one can use confluence conditions and the relations for G to obtain a module
presentation for the lift kernel N .

Using vector enumeration a concrete representation for this module N (a basis
and matrices for the action of H on this basis) is computed. The confluence
conditions used to obtain the module construction then describe the cofactors of
the extension.
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We call this algorithm a “hybrid quotient algorithm” (HQ). We have a prototype
implementation in GAP.

The output of the solvable quotient algorithms etc. is a pc-presentation for the
quotient group. While such presentations have been studied before the availability
of groups given by such presentations as the result of quotient algorithms has
strongly motivated the further development of algorithms for solvable groups in
which such a pc-presentation is used for arithmetic. This led from the late 1970s
on to much further development of computational group theory.

Once the HQ algorithm is available, similar arithmetic for the image groups
becomes desirable.

For this we note that the image obtained by the hybrid quotient algorithm is
an extension of an elementary abelian group by a group given with a confluent
rewriting system. By combining the elementary abelian layers obtained in several
steps of the algorithm, we get a structure of a larger solvable normal subgroup N
extended by a finite group G which is given by a confluent rewriting system.

It thus becomes possible to represent N by a polycyclic presentation and to add
“tails” to the rewriting system for G to describe the extension structure.

Regularity in group cohomology: the groups of order 128

David J. Green

My work concerns the cohomology of finite groups. Specifically I am interested in
the commutative algebra of the mod-p cohomology ring and the computer calcu-
lation of such rings. Especially for p-groups.

Following Carlson’s approach [3, 2] I devised efficient noncommutative Gröbner
basis methods for constructing the minimal resolution [5], and created a program
for cohomology calculation based on these methods. For the later stages of the
program I also needed to work out Gröbner bases for graded commutative algebras.

Cohomology rings are finitely presented, but there are no useable degree bounds
on the presentation. Instead one uses a test for completion. Carlson’s test [2] was
the original one, but Benson’s new test [1] is better for theoretical and practical
reasons.

Cohomology computations to date have

• Yielded the counterexample that refuted the so-called essential conjec-
ture [5, 7].
• Led to the proofs of two conjectures [6, 8] (confidence building!)
• Provided a large sample set for testing ideas against (e.g. Carlson’s calcu-

lations [4] for the groups of order 64).

Currently I am working on a second version of the cohomology program. The
methods for working with presentations of graded commutative rings need a radical
overhaul. The current computational goals are:

• The cohomology rings of the 2328 groups of order 128.
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• Testing Benson’s regularity conjecture [1].

Castelnuovo-Mumford regularity is a numerical commutative algebra invariant.
Benson conjectures it always takes the value zero for a cohomology ring. He proves
this happens if the “Cohen-Macaulay deficiency” is at most two: this deficiency is
defined to be the Krull dimension minus the depth. Until recently there were no
calculations in higher C-M deficiency.

Theorems of Quillen and Duflot provide an upper bound for the C-M deficiency:
this bound is the “group-theoretic deficiency”, which I define to be the difference
between the p-rank of the group and that of its centre. The Small Groups library
and Carlson’s calculations show that the groups of order 128 are the first place to
look for groups with higher C-M deficiency.

To date I have checked the conjecture for five1 groups with C-M deficiency
three, and identified another seven such groups. I have also identified a group of
order 256 with C-M deficiency four.

One current issue is constructing a system of parameters which is filter-regular,
meaning that only in low degrees does it fail to be a regular sequence. For an
efficient calculation this system needs to lie in low degrees itself, and be defined
over the prime field. Experience from constructing such systems by hand suggests
an approach using lowest degree Dickson invariants for a flag of elementary abelian
subgroups, but this method lacks theoretical justification at present.
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1At the time of the meeting it was only four.



1856 Oberwolfach Report 30/2006

Comparison of spectral sequences

Matthias Künzer

To calculate Extk(X,Y ), one can either resolveX projectively or Y injectively, the
result is the same. Similar phenomena are observed in the context of Grothendieck
spectral sequences.

By a proper spectral sequence we understand a spectral sequence with E1-terms

excluded. Suppose given left exact functors A
F
−→ B

G
−→ C between abelian cate-

gories and given X ∈ ObA, and suppose further conditions to hold. Let A be an
F -acyclic resolution of X , and let J be a Cartan-Eilenberg resolution of FA, which
is a double complex injectively resolving simultaneously the entries and the ho-
mology objects of FA. Recall that by definition, the proper Grothendieck spectral

sequence Ė
Gr

F,G(X) is the proper first spectral sequence associated to the double

complex GJ , written ĖI(GJ).

1) Suppose given functors A × A′
F
−→ B

G
−→ C and objects X ∈ ObA and

X ′ ∈ ObA′ such that A, A′, B, C are abelian, F (X,−), F (−, X ′), G are left
exact, and such that further conditions hold. We obtain an isomorphism of proper

Grothendieck spectral sequences Ė
Gr

F (X,−),G(X ′) ≃ Ė
Gr

F (−,X′),G(X). So instead of

“resolving X ′ twice”, we may “resolve X twice”.

2) Suppose given functors A
F
−→ B′ and B × B′

G
−→ C, and objects X ∈ ObA

and Y ∈ ObB such that A, B, B′, C are abelian, F , G(Y,−) are left exact, and
such that further conditions hold. Let B be an injective resolution of Y , and let A

be a “sufficiently acyclic” resolution of X . Then Ė
Gr

F,G(Y,−)(X) ≃ ĖI

(
G(B,FA)

)
.

So instead of “resolving X twice”, we may “resolve X once and Y once”.
In both cases, it is a priori clear that the E2-terms conincide. The differentials,

however, are another story. So we do not proceed by induction on the pages, but
rather by comparison of the defining double complexes.

Barnes [1, X.5] works in a somewhat different general setup.
Applications: reproving Beyl’s Theorem [2, Th. 3.5] on the Lyndon-Hochschild-

Serre spectral sequence, which has also been reproven by Barnes [1]; comparison
of change-of-rings spectral sequences.
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Permutations having order a multiple of the degree

Cheryl E. Praeger

(joint work with Steve Linton, Alice C. Niemeyer and Sven Reichard)

This research was motivated by the following algorithmic situation and problem.

Algorithmic Situation: We are given generators for a subgroup G of permutations
of a set X of size N =

(
n
k

)
, with k bounded and n very large. Further we are

given that G is isomorphic to Sn and the action is equivalent to the action of Sn

on k-sets, but we do not know a permutational isomorphism. In fact n is so large
that we are not willing to compute the complete cycle structure of a product g
of several generating permutations. We are however willing to “trace out” several
random points of X under g, and thereby find the cycles under g of these random
points, and in particular the lengths of those cycles.

The subset actions of symmetric groups form a class of large base primitive
permutation actions for which randomised recognition algorithms exist that run
in nearly linear time, see [1]. Our aim was to explore whether more general al-
gorithms might be possible that use only image computations (of points under
permutations) rather than multiplying togther permutations. In this context the
point set is very large, and we hope that our ideas may have application in large
scale practical search algorithms where it is precisely fast algorithms for large-base
permutation groups that are needed. One of the critical parts of constructing the
natural representation on n points of the group G in the Algorithmic Situation is
the construction of an n-cycle.

Algorithmic Problem: Find an element of the group G above that is an n-cycle in
the natural action of G on n points.

If g ∈ G and g is an n-cycle in the natural action of G on n points, then it turns
out, not surprisingly, that most g-cycles in X have length n (see [2]), so with high
probability a random point of X will lie in a g-cycle of length n in X . Even though
we may ‘trace out’ relatively few g-cycles in X in the Algorithmic Situation, it is
therefore reasonably likely that we would find one of length n, and hence we would
know from this computation that |g| is divisible by n. Computer experiments for
small n suggested that, when a random element g ∈ Sn has a cycle of length n in
its action on k-sets, then the conditional probability that g is an n-cycle might be
reasonably high.

In order to pursue this experimental observation in a rigorous theoretical setting,
we decided to analyse the family F of elements of Sn that have order a multiple of
n. In two quite different situations there are sub-families of F of size comparable
with (sometimes larger than) the sub-family consisting of n-cycles. Our analysis
needed to encompass these situations. Eventually we decided on a subdivision of
F into six of sub-families depending on the natural action of the elements g ∈ F
on n points: namely whether or not the subset ∆(g) of {1, . . . , n} of points lying



1858 Oberwolfach Report 30/2006

in g-cycles with lengths dividing n was ‘very large’, which for the purposes of this
exposition we will take to mean |∆(g)| > n30/32, and whether the number of ‘large’
g-cycles of length dividing n was 0, 1, 2, or at least 3. Again, for the purposes of
this exposition, by a ‘large’ g-cycle we mean a cycle of length at least n23/32. We
discovered that four of these six sub-families had negligible size compared with
the other two, but that, depending on the multiplicative properties of n, it was
possible for either one or both of the remaining two sub-families to dominate. We
define the two important sub-families F1 and F2 as follows.

The sub-family F1 consists of all g ∈ F such that g has exactly one large cycle
C ⊆ ∆(g), |∆(g)| > n30/32, and |∆(g) \ C| < n27/32 (so C is very large). We note

that F1 contains all the n-cycles, so |F1|
n! ≥

1
n . If n = p or 2p (where p is prime)

then F = F1, while if n = pq where p, q are consecutive primes, then F1 consists
only the n-cycles, and F \ F1 is of comparable size.

The sub-family F2 consists of all g ∈ F such that |∆(g)| ≤ n30/32. Here, if
n = p or 2p (where p is prime) then F2 = ∅, while if n = pq where p, q are
consecutive primes, then F2 contains all g with one p-cycle and one q-cycle and

has size roughly equal to that of F1, namely |F2|
n! ≥

1
n −

4
n3/2 , see [3].

From a detailed study of the generating functions for F and various of its sub-
families, we were able to prove that F \ (F1 ∪ F2) is asymptotically smaller than
F1 ∪ F2. The definitions of the other sub-families and their sizes are given in the
following table.

F − subfamily |∆(g)| # large cycles C in ∆(g) size/n!

F1 > n30/32 1 and |∆(g) \ C| < n27/32

F2 ≤ n30/32 any number

S0 > n30/32 0 O(1/n40/32)

S1 > n30/32 1 and |∆(g) \ C| ≥ n27/32 O(1/n33/32)

S2 > n30/32 2 O(1/n33/32)

S3 > n30/32 ≥ 3 O(1/n54/32)

Thus |∪iSi|
n! = |F\(F1∪F2)|

n! = O
(

1
n33/32

)
, and:

Theorem 2. [3] For a random g ∈ Sn

Prob(g ∈ F1 ∪ F2 | n divides |g|) = 1−O

(
1

n1/32

)
.
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Building on the insights gained from our analysis of the family F , we were able
to prove the following probabilistic result for the algorithmic application.

Theorem 3. [2] For a random g ∈ Sn

Prob (g is an n-cycle | four random k-sets lie in g-cycles of length n)

is 1−O
(

1
n1/6

)
.
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Recognising k-set actions of symmetric groups

Alice C. Niemeyer

(joint work with Cheryl E. Praeger, Steve Linton)

Large base primitive permutation groups are subgroups of wreath products
H ≀ Sℓ in product action, where H is a symmetric group acting on subsets. They
can be recognised by randomised algorithms that run in nearly linear time, see [3].
Here we explore the special case of symmetric groups acting on subsets, given not
necessarily as a permutation group.

Algorithmic Situation: We are given generators for a G isomorphic to a sub-
group of the group of all permutations of a set X of size N =

(
n
k

)
, with k ≤ n/2

and N very large. Further we are given that G is isomorphic to Sn and the action
is equivalent to the action of Sn on k-sets, but we do not know a permutational
isomorphism. In fact N is so large that we are not willing to compute the complete
cycle structure of a product g of several generating elements. We are however will-
ing to “trace out” several random points of X under g, that is, to find the cycles
under g of several random points of X . To distinguish the action of G on X from
the action of Sn on {1, . . . , n}, we call the elements of X points and the elements
of {1, . . . , n} letters.

In [5] we addressed the problem of finding efficiently an element of G that
is an n-cycle in the natural permutation representation of G on n letters. The
theoretical solution has led to a fast algorithm to solve the following algorithmic
problem, which we address in this report.

Algorithmic Problem: Design a Las Vegas algorithm to construct a permu-
tational isomorphism between G acting on X and Sn in its natural permutation
representation on n letters at a cost of o(N) (sub-linear in N) computations of the
image of a point in X under an element in G and O(n) random elements in G.
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Solution to Algorithmic Problem: Our algorithm has the following compo-
nents.

(1) Algorithm FindSystem takes as input a set of group generators S for G
acting on X and returns as output elements g and h in G and a k-set Π
such that

– g corresponds to the n-cycle (1 2 . . . n) and h to the transposition (1 2)
in the natural action.

– Π contains exactly one of 1 and 2.
(2) Algorithm BuildBouqet takes as input the elements g and h found in (1)

and computes a data-structure called a bouquet described below.
(3) Algorithm ImageTransposition takes as input the elements g and h

found in (1), the bouquet computed in (2), and a group element t, where
t corresponds to a transposition (a b) in the natural action. Then Image-
Transposition returns a and b.

(4) Algorithm ImagePermutation takes as input the elements g and h found
in (1), the bouquet computed in (2) and a group element x. It returns the
permutation in Sn corresponding to x in its natural action.

The algorithm FindSystem was inspired by the approach in [1] for the recog-
nition of Sn as a black-box group. The strategy we employ to find group elements
g and h in (1) is similar to the one employed in [1], yet the underlying theory is
very different. As mentioned in [5], we aim to find an element of g which is an
n-cycle in the natural action, by testing whether a small number of points in X
have an orbit of length n under g. As the proportion of n-cycles in Sn is 1/n we
proved in [4] that the the conditional probability that an element g is an n-cycle
given that a small number of points in X have an orbit of length n under g is at
least 1−O( 1

n6 ).
If FindSystem succeeds, we can define a map ϕ : 〈g, h〉 → Sn via gϕ =

(1 2 . . . n) and hϕ = (1 2). We need an algorithm which computes fϕ for any
f ∈ G.

A collection D of n− k+1 points is called a flower, if, when viewed as k-sets of
letters in {1, . . . , n} the letters in any D overlap pairwise in the same set of k − 1
letters Γ(D), called the core of D.

A collection D = {D1, . . . ,Dt} of flowers is called a bouquet if for any two letters
a and b, there is an i ∈ {1, . . . , t} such that neither a, nor b lies in Γ(Di). We
illustrate a bouquet in the following picture.

one letter not in core core of k − 1 letters
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Algorithm BuildBouquet computes a bouquet and for every flower D in the
bouquet it identifies all letters not in the core.

Algorithm ImageTransposition uses the flowers we have defined to find the
natural action of a transposition as follows. Suppose t = (a b) is a transposition
and Π a set which contains exactly one of a and b. Then we can find a flower D
in our bouquet whose core does not contain a and b. Then there are exactly two
k-sets ∆ in D for which ∆t 6= ∆. We identify {a, b} as the letters in each of these
two sets not in the core.

Algorithm ImagePermutation recovers the natural action of x from the nat-
ural actions of txi , where ti in its natural action corresponds to the transposition
(i i+1) for 1 ≤ i ≤ n− 1. Note that the natural actions of txi can be determined
by algorithm ImageTransposition.

Given a group G as described in the algorithmic situation, the above rough
outline can be turned into a Las Vegas algorithm such that for a given error
probability ε the cost of the algorithm is O(log(ε−1)n3R) computations of images
of points in X under elements of G, where R is an upper bound for the length
of a random element as word in the generators of G. The algorithm has been
implemented in GAP [2].
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Enumeration of big orbits

Jürgen Müller

(joint work with Max Neunhöffer and Rob Wilson)

1. Introduction.

In recent years there has been increasing interest in dealing with ‘large’ per-
mutation representations, in particular of the ‘large’ sporadic finite simple groups.
Actually, the first steps in this direction have been taken as early as 1980, for the
Baby Monster group [16]. Since then all sporadic groups have been under intense
computational study, in particular to find revised existence and uniqueness proofs,
e.g. [5, 6], as well as in the framework of the ‘Modular Atlas project’ [8, 18], aiming
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at the determination of the decomposition numbers of the ‘Atlas’ [3] groups, e.g.
[4, 13, 15].

We present a novel technique to handle ‘big’ permutation domains for ‘large’
groups. It is based on the idea of using ‘small’ helper subgroups, which ultimately
goes back to unpublished work of R. Parker from 1995. The latter has taken place
in the context of ‘condensation’ techniques, which originally have been invented
for the explicit computation of decomposition numbers [17], but now have found
different applications as well [11]. The basic idea has independently been made
explicit in [9], where a parallelised version of the ‘direct condensation’ technique
has been developed. Based on practical experience [11], we have been led to
elaborate on this idea by using a whole chain of helper subgroups instead of a
single helper subgroup [14].

2. Enumerating orbits.

Given a finite group G acting on a finite set X and x1 ∈ X , the aim is to
enumerate the G-orbit x1G ⊆ X . This can be achieved efficiently with the well-
known Schreier-Sims orbit-stabiliser algorithm, which not only determines x1G
but also finds the stabiliser StabG(x1) ≤ G of x1 in G. However, to do this in
practice all points in x1G have to be kept in memory at the same time, to be able
to recognise whether a point in the orbit has already been found or not; this can of
course be done using hashing techniques, such that only a nearly constant amount
of time is needed to look up a point, regardless of how many points have already
been found.

But if x1G is ‘too large’ to be stored completely, this methods fails. We are
going to remedy this, allowing to enumerate G-orbits being much ‘too large’ in
this sense, at the expense that we have to assume the group order |G| and some
additional structural information about G to be known in advance: The basic idea
is not to store single points in x1G, but to archive the x1G-orbit in bigger chunks.
To this end, we use a ‘helper’ subgroup U < G, and enumerate the set of U -orbits
contained in x1G. We store appropriate pieces xU , such that we are able to decide
whether or not a given point x ∈ X is in one of the U -orbits already stored. This
is achieved as follows:

Let Y be finite ‘small’ helper U -set and let : X → Y be a homomorphism of
U -sets. We first enumerate Y completely, then in every U -orbit in Y we pick a ‘U -
minimal’ point arbitrarily. For each such U -minimal point y we store generators
for StabU (y), while for the remaining points y ∈ Y we store an element uy ∈ U
such that yuy ∈ Y is U -minimal. Now, given a U -orbit xU ⊆ X , we only store
its U -minimal points, where a point x ∈ X is called U -minimal, if x ∈ Y is U -
minimal. Hence the U -minimal points in xU are precisely given as xStabU (x),
where generators for StabU (x) have been stored before. Given any x ∈ X , we find
a U -minimal point in xU by applying the group element ux ∈ U also stored before.

Note that to archive U -orbits as just described we have to assume that U and
Y are ‘small enough’ to enumerate Y completely. For ‘large’ groups G this tends
to imply that U is ‘too small’ to be helpful. Hence instead of using a single
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helper subgroup we use a chain U1 < U2 < · · · < Uk < Uk+1 := G of helper
subgroups, together with Ui-sets Xi and homomorphisms πi : Xi+1 → Xi of Ui-
sets, for 1 ≤ i ≤ k, where we let Xk+1 := X . Thus we enumerate x1G ⊆ X by
Uk-orbits, while iterating the above technique the Ui-orbits in Xi, for k ≥ i ≥ 2,
in turn are enumerated by Ui−1-orbits.

3. Applications.

The above technique has been implemented in GAP [7]. The implementation
of the various orbit enumeration algorithms and hashing techniques, and of some
heuristics to find appropriate helper subgroups Ui and helper Ui-sets, needs some
3000 lines of code, and will be published, including explicit input data for several
examples, in the GAP package ORB [12].

We have compiled a database [2] of character tables of endomorphism rings
of multiplicity-free permutation modules of the sporadic simple groups and their
cyclic and bicyclic extensions. In particular this data encodes information on spec-
tral properties of the orbital graphs associated to these actions, such as distance-
regularity and the Ramanujan property. The computations necessary [1, 11] in-
volved heavy use of the above technique, and actually have been part of the original
motivation for its development.

In particular, we have dealt with the two largest multiplicity-free actions of the
sporadic simple Baby Monster group, namely with its action on the ∼ 1013 cosets
of 21+22

+ .Co2 [11], and on the ∼ 1015 cosets of Fi23 [14]. Moreover, for the action
of the sporadic simple Conway group Co1 on the reduction of its Leech lattice
representation over F5, we have found all orbits in the associated projective space
P(F24

5 ), having ∼ 1016 elements, answering a question in [10].

References

[1] T. Breuer, J. Müller, A database of character tables of endomorphism rings of multiplicity-
free permutation modules, Preprint, 2006.

[2] T. Breuer, J. Müller, Character tables of endomorphism rings of multiplicity-free permuta-
tion modules of the sporadic simple groups and their cyclic and bicyclic extensions, 2005,
http://www.math.rwth-aachen.de/ ˜Juergen.Mueller/mferctbl/mferctbl.html.

[3] J. Conway, R. Curtis, S. Norton, R. Parker, R. Wilson, Atlas of finite groups, Clarendon
Press, 1985.

[4] G. Cooperman, G. Hiss, K. Lux, J. Müller, The Brauer tree of the principal 19-block of the
sporadic simple Thompson group, Experiment. Math. 6 (4), 1997, 293–300.

[5] G. Cooperman, W. Lempken, G. Michler, M Weller, A new existence proof of Janko’s
simple group J4, in: Computational methods for representations of groups and algebras,

Essen, 1997, 161–175, Progr. Math. 173, Birkhäuser, 1999.
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[12] J. Müller, M. Neunhöffer, F. Noeske, GAP-4 package ORB, 2006,

http://www.math.rwth-aachen.de/ ˜Max.Neunhoeffer/Computer/Software/Gap/orb.html.
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Maximal subgroups of finite groups: new developments

Colva M. Roney-Dougal

(joint work with John N. Bray, Derek Holt)

Work by Cannon and Holt [3] reduces the problem of computing the maximal
subgroups of arbitrary finite permutation and matrix groups to that of computing
the maximal subgroups of the almost simple groups.

For the sporadic groups, a database is used which stores algorithms to com-
pute standard generators, along with words in the standard generators for the
generators of each maximal subgroup, as provided by [11]. The same approach is
currently used for the exceptional groups.

The alternating and classical groups have many low-degree permutation and
matrix representations, so a more generic approach for constructing maximal sub-
groups has been developed by Holt and the author. Constructive recognition
yields computable isomorphisms between the socle of the almost simple group G
and the natural representation of the simple group S, reducing the problem to
that of finding the maximal subgroups of the almost simple group in its natural
representation.

For the alternating and symmetric groups we use the recognition algorithm of
Bratus and Pak [2]. The intransitive and imprimitive maximal subgroups are then
constructed in the natural representation. The database of primitive groups (com-
plete up to degree 2499 [10]) has an entry, for each group, which stores whether
that group is maximal in the alternating or the symmetric group. If the group is
maximal in An then the number of An-conjugacy classes of such maximals is also
stored. The computable isomorphism then maps each of these maximal subgroups
back into the input group.
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Holt and the author have developed a similar approach for the classical groups,
using the recognition algorithms of Kantor and Seress [6]. An AS-maximal geo-
metric subgroup of a classical group is the largest subgroup to preserve one of
the geometries given in Aschbacher’s theorem [1]. We have proved that one can
write down representatives of the AS-maximal geometric subgroups of the linear,
symplectic and unitary groups in dimension d over GF(q) in time O(d3+ǫ log3 q)
for any real ǫ > 0 [5]. This is extremely close to best possible, as there are O(d)
groups, each of which is generated by explicit d× d matrices over GF(q). Similar
algorithms for the orthogonal groups have now been implemented by Holt. The
only remaining groups that could possibly be maximal subgroups of a classical
group are almost simple modulo scalars: see the extended abstract by Holt for
more details of our approach in this case.

When dealing with the alternating and symmetric groups, work by Liebeck,
Praeger and Saxl [8] can be used to determine which of the possibly maximal
groups are in fact maximal in Sn or An, given a list of the almost simple primitive
groups of degree n. Our recent work has highlighted the absence of similar clas-
sifications in low dimensions for the classical groups. For dimension at least 13,
Kleidman and Liebeck [7] have determined when a geometric AS-maximal group
is in fact maximal, leaving open the case of the groups that are almost simple
modulo scalars, but far less is known about dimension less than 13.

To remedy this defect, Bray, Holt and the author are currently classifying the
maximal subgroups of the almost simple classical groups in dimension at most
12. We have finished dimensions 2, 3, 4, 5, 6 and 7, and are currently working on
dimensions 8 and 9. We are using Aschbacher’s theorem [1], along with papers by
Lübeck, Hiss and Malle [4, 9] as our starting point, and are deliberately redoing
the maximality calculations from scratch, comparing with previous classifications
only once we have finished our work. At this point, it appears that our results
will reveal many errors in the previous best-known similar classification, which is
in the PhD thesis of Peter Kleidman, and describes the maximal subgroups of the
simple classical groups in dimension up to 11.
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Computing maximal subgroups of finite groups

Derek Holt

(joint work with John N. Bray and Colva M. Roney-Dougal)

In [1], results of Kovács, Aschbacher and Scott dating from the mid 1980’s are used
to reduce the computation of the maximal subgroups of a general finite group G
to the case when G is almost simple; that is, when the socle of G is a nonabelian
simple group. For such a group, a suitable Black box recognition algorithm [4] can
be used to define a computable isomorphism between the group as given and a
standard copy of the group. It remains then to develop and implement methods
to write down the maximal subgroups within the standard copies of the almost
simple groups.

Smaller almost simple groups can be handled on an individual basis, using
information in the ATLAS of finite simple groups. In [5], Kleidman and Liebeck
have used a classification theorem of Aschbacher to give a very detailed description
of the geometric-type maximal subgroups of the finite classical groups. In [3],
the author and C.M. Roney-Dougal converted these descriptions into practical
algorithms in the non-orthogonal cases.

Significant progress has been made by Liebeck, Seitz and others on finding a
corresponding description of the maximal subgroups of the almost simple groups
of exceptional Lie type, but most of these are sufficiently large that they are not
an immediate concern from the viewpoint of practical computation, and the few
smaller examples can be treated as sporadic.

Handling the non-geometric almost simple subgroups of the classical groups
in low dimensions is more urgent, and this is currently being undertaken by the
author, C.M. Roney-Dougal, and J.N. Bray. Complete lists of representations of
quasisimple groups up to dimension 250 due to Hiss, Malle [2] and Lübeck [6] are
available, but practical constructions of the groups on these lists are still required.

It is most useful to construct these representations in characteristic zero wher-
ever possible; they can then be reduced over finite fields as required. Indeed, the
availability of explicit representations in all characteristics of simple groups and
their decorations has numerous applications both inside and outside of mathemat-
ics, and so it is highly desirable to construct databases of such representations
and to make them available both directly on the web, and via computer algebra
systems such as GAP and Magma. A facility of this type [7] has been under
construction and continuous development for several years now. In particular, as
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part of the work for his PhD thesis, Simon Nickerson constructed most of the
characteristic zero representations of the simple groups in the Hiss-Malle tables.

The various methods that have been used to construct such representations were
summarized in the talk. To achieve minimal degree, the representations should
be defined over suitable algebraic extensions of the rationals. A problem with
this is that the rational coefficients occurring in the entries in the matrices often
turn out to be unpleasantly large, and no suitable methods are currently known
for reducing their size. An alternative is to construct representations over the
integers, and then to use the LLL algorithm to reduce the size of the entries. This
works well, but has the disadvantage that the degree of the representation will
often be significantly larger than that of the corresponding absolutely irreducible
representation.

As a final point, the observant reader may have noticed that the tables of
Hiss, Malle and Lübeck list representations of quasisimple groups, whereas we are
trying to construct the maximal subgroups of almost simple groups. Our strategy
is to construct the characteristic zero representation of the appropriate quasisimple
group, to reduce it over the required finite field, and then to extend it by any group
automorphisms involved by calculating the associated module isomorphisms.
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Integral group ring of the first Mathieu simple group

Alexander Konovalov

(joint work with Victor Bovdi)

Let V (ZG) be the normalized unit group of the integral group ring ZG of a finite
groupG. The following famous conjecture was formulated in [10] by H. Zassenhaus:

(ZC) Every torsion unit u ∈ V (ZG) is conjugate within the rational group algebra
QG to an element of G.

This conjecture is already confirmed for several classes of groups but, in general,
the problem remains open, and a counterexample is not known.
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Various methods have been developed to deal with this conjecture. One of
the original ones was suggested by I.S. Luthar and I.B.S. Passi [8, 9], and it was
improved further by M.Hertweck [5]. Using this method, the conjecture was proved
for several new classes of groups, in particular for S5 and for some finite simple
groups (see [2, 5, 6, 8, 9]).

The Zassenhaus conjecture appeared to be very hard, and several weakened
variations of it were formulated (see, for example, [1]). One of the most interesting
modifications was suggested by W. Kimmerle [7]. Let us briefly introduce it now.

Let G be a finite group. Denote by #(G) the set of all primes dividing the
order of G. Then the Gruenberg-Kegel graph (or the prime graph) of G is a graph
π(G) with vertices labelled by primes from #(G), such that vertices p and q are
adjacent if and only if there is an element of order pq in the group G. Then the
conjecture by Kimmerle can be formulated in the following way:

(KC) If G is a finite group, then π(G) = π(V (ZG)).

For Frobenius groups and solvable groups this conjecture was confirmed in [7].
In the reported research we continued the investigation of (KC), and confirmed it
for the first simple Mathieu groupM11, using the Luthar-Passi method. Moreover,
this allows us to give a partial solution of (ZC) for M11. Our main results are the
following:

Theorem 4. Let V (ZG) be the normalized unit group of the integral group ring
ZG, where G is the simple Mathieu group M11. Let u be a torsion unit of V (ZG)
of order |u|. We have:

(i) if |u| 6= 12, then |u| coincides with the order of some element g ∈ G;
(ii) if |u| ∈ {2, 3, 5, 11}, then u is rationally conjugate to some g ∈ G;
(iii) if |u| = 4, then the tuple of partial augmentations of u belongs to the set

{ (ν2a, ν3a, ν4a, ν6a, ν5a, ν8a, ν8b, ν11a, ν11b) ∈ Z9 | νkx = 0,

kx 6∈ {2a, 4a}, (ν2a, ν4a) ∈ { (0, 1), (2,−1) } };

(iv) if |u| = 6, then the tuple of partial augmentations of u belongs to the set

{ (ν2a, ν3a, ν4a, ν6a, ν5a, ν8a, ν8b, ν11a, ν11b) ∈ Z9 | νkx = 0,

kx 6∈ {2a, 3a, 6a}, (ν2a, ν3a, ν6a) ∈ { (−2, 3, 0), (0, 0, 1),

(0, 3,−2), (2,−3, 2), (2, 0,−1) } };

(v) if |u| = 8, then the tuple of partial augmentations of u belongs to the set

{ (ν2a, ν3a, ν4a, ν6a, ν5a, ν8a, ν8b, ν11a, ν11b) ∈ Z9 | νkx = 0,

kx 6∈ {4a, 8a, 8b}, (ν4a, ν8a, ν8b) ∈ { (0, 0, 1), (0, 1, 0),

(2,−1, 0), (2, 0,−1) } };

(vi) if |u| = 12, then the tuple of partial augmentations of u cannot belong to
the set

Z9 \ { (ν2a, ν3a, ν4a, ν6a, ν5a, ν8a, ν8b, ν11a, ν11b) ∈ Z9 | νkx = 0,

kx 6∈ {2a, 4a, 6a}, (ν2a, ν4a, ν6a) ∈ { (−1, 1, 1), (1, 1,−1) } }.



Computational Group Theory 1869

Corollary 1. Let V (ZG) be the normalized unit group of the integral group ring
ZG, where G is the simple Mathieu group M11. Then π(G) = π(V (ZG)), where
π(G) and π(V (ZG)) are prime graphs of G and V (ZG), respectively. Thus, for
M11 the conjecture by Kimmerle is true.

We used the computational algebra system GAP [4] and its character table li-
brary to obtain the ordinary and Brauer character tables ofM11, and to implement
required algorithms, which we plan to include in the next version of our package
LAGUNA [3].
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Computing Character Tables of Parabolic Subgroups

Frank Himstedt

Characters of parabolic subgroups are used to obtain information on the struc-
ture and the representation theory of finite groups of Lie type. For example: In [6],
character tables of parabolic subgroups led to new information on modular charac-
ters of the Chevalley groups G2(2

n), and in [4], irreducible characters of maximal
parabolic subgroups were used to determine degrees of modular irreducible repre-
sentations of Steinberg’s triality groups 3D4(q) in non-defining characteristic.

In my talk, I described techniques and computer programs which are helpful in
computing generic character tables of parabolic subgroups of finite groups of Lie
type.

The computation of these generic character tables is usually done in the follow-
ing way: In a first step, one determines the conjugacy classes of elements of the



1870 Oberwolfach Report 30/2006

parabolic subgroups. The necessary calculations like computing centralizers and
tests for conjugacy can be done computer-assisted using GAP-programs written
by Christoph Köhler and myself in CHEVIE [1].

In particular, we have written programs for computing in connected reductive
linear algebraic groups based on the Steinberg presentation and Bruhat normal
form. Additionally, I have implemented a polynomial arithmetic for multivariate
polynomials where the exponents are polynomials in an indeterminate q. Such
polynomials occur when calculating centralizers in parabolic subgroups of twisted
groups of Lie type generically. The parametrization of the semisimple conjugacy
classes of parabolic subgroups can be done automatically using an algorithm due
to C. Köhler [5] (assuming that the centralizers of semisimple elements in an
underlying algebraic group are connected).

In the next step, one constructs the irreducible characters of the parabolic sub-
groups using the Levi decomposition, Clifford theory and induction of characters
from proper subgroups. The MAPLE-part of CHEVIE provides an environment
for storing and processing generic character tables of parabolic subgroups. Built-in
CHEVIE functions for computing scalar products and tensor products of charac-
ters and MAPLE-programs written by C. Köhler and myself for inducing and re-
stricting class functions between generic character tables can be used to construct
irreducible characters of parabolic subgroups.

The abovementioned tools were successfully applied to compute

• the generic character tables of all parabolic subgroups of Steinberg’s tri-
ality groups 3D4(q) [2], [3],
• the conjugacy classes of the Borel and two maximal parabolic subgroups

of F4(q), q a power of a prime 6= 2, 3 [5],
• the conjugacy classes of all parabolic subgroups of 2F 4(2

2n+1), joint work
with Shih-chang Huang, in preparation.
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Character Tables in Magma

William R. Unger

The table of ordinary characters of a finite group is one of the important algebraic
objects associated with the group. It is of interest in its own right, as well as being
the start of much representation theory. Computer algorithms to get the character
table of a group have been both investigated and heavily used since the 1960’s.
In this talk I describe an algorithm I have recently devised and implemented in
Magma V2.12 [1]. A full description of the algorithm is given in [6].

As an example, take U5(4), a simple group with character table considered
beyond straightforward computation until now. Using the implementation of this
new algorithm in Magma V2.12, its character table is found within half an hour
on a 750MHz machine using a permutation representation of degree 17425. The
Dixon-Schneider algorithm [3, 5], which depends on the sizes of the conjugacy
classes of the group, fails to complete within a day, as it is forced to consider a
conjugacy class of size ≈ 6.8× 1010.

The new algorithm follows the “generate and split” paradigm for computing
ordinary character tables, where we find whatever ordinary characters we are able
to and then add and subtract to find characters of norm 1. The characters used by
the new algorithm are those induced from elementary subgroups. By a theorem
Brauer, all characters of our group G arise as integer linear combinations of such
induced characters. An elementary group is a direct product of a p-group and a
cyclic group, and the characters of the p-group are found using Conlon’s algorithm
[2]. The characters of the full elementary group are then easily found and induced
to characters of G.

The “split” part of the method is achieved using LLL lattice reduction. This
means we work with generalised characters, not true characters, but no problems
arise from this. To keep the arithmetic of computing inner products and updating
the reduced basis of characters fast, the implementation borrows from Dixon [3]
and works over a prime field. The prime is taken to be > 2|G| so that inner
products can be computed without ambiguity.

When the computation is nearing completion, techniques such as factorising a
Gram matrix have been found to be very useful. See [4] for an algorithm achieving
this. The implementation uses a restricted form, where the factors sought are
invertible.

The new algorithm has performed very well in computing character tables of
groups that are nearly simple, as well as maximal and local subgroups of such
groups. The article [6] gives examples including local subgroups of Fi24 and the
Monster. For many of these examples it is completely impractical to compute
the character tables with the Dixon-Schneider algorithm, but the new algorithm
succeeds using quite modest resources of time and space.
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Computing in linear algebraic groups

Scott H. Murray

(joint work with Arjeh Cohen, Willem de Graaf, Sergei Haller, and Don Taylor)

Linear algebraic groups are subgroups of GLn(k) defined by polynomial equations,
where k is a field. Examples include GLn(k), SLn(k), the classical groups, the
group of lower triangular matrices, and the group of lower unitriangular matrices.

A linear algebraic group can also be viewed as a functor:

{commutative associative algebras over k} → {groups},

satisfying certain additional conditions. For example, Ga(K) = K+, Gm(K) =
K× This scheme-theoretic approach is useful for computation because the funda-
mental objects are the groups, rather than the polynomials.

Groups over k that become isomorphic over k̄ are called forms. For example,
O+

n (q) and O−n (q) are forms of On(F̄q). Such forms are classified using Galois
cohomology – the computation of Galois cohomology was studied in [3].

We wish to do structural computations with linear algebraic groups, similar to
those currently possible for permutation and matrix groups. Every linear algebraic
group G contains subgroups Ru(G) ≤ G◦ ≤ G where G/G◦ is finite, G◦/Ru(G)
is reductive, and Ru(G) is unipotent. So we start by considering unipotent and
reductive groups

1. Unipotent groups

Let U be k-unipotent. Such groups are known to be nilpotent. We have adapted
PC-group theory to deal with these groups.
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Theorem. We can choose parameters xr : Ga → G such that, for every extension
K of k, U(K) has the presentation

xr(a)xr(b) = xr(a+ b)

N∏

t=r+1

xt(frt(a, b)),

xr(a)
−1 = xr(−a)

N∏

t=r+1

xt(grt(a)),

xs(b)xr(a) = xr(a)xs(b)

N∏

t=s+1

xt(hrst(a, b))

The standard techniques of collection can be now be used for these groups. If
k has characteristic zero, then we can also take frt = grt = 0. We hope to find
similar presentations for soluble algebraic groups, but there are many more forms
to consider in this case.

2. Reductive groups

For reductive groups, we do computations with the Steinberg presentation [2].
Take GLn as an example. Every invertible matrix can be decomposed:

utẇu′

where:

• u and u′ are lower unitriangular,
• w is a permutation, and ẇ is the permutation matrix,
• t is diagonal.

This leads to a presentation with three kinds of generators:

• unipotent (lower unitriangular),
• discrete (permutation), and
• toral (diagonal).

Lie algebras are a vital tool for structural computation with algebraic groups.
Although the Lie correspondence breaks down in characterstic p, it is still possible
to gain significant information from it. This was the approach taken in [1].

3. Magma functionality

Current functionality (2.12)

• Root systems and root data
• Coxeter groups (presentation, permutation and matrices)
• Untwisted reductive groups (Steinberg presentation)
• Highest weight representations
• Galois cohomology
• Lie algebras
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New functionality (2.13)

• Much faster multiplication
• Twisted and nonreduced root data
• Twisted reductive groups
• LiE: Combinatorics of highest weight representations
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