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Plethystic Vertex Operators and Boson-Fermion Correspondences

Bertfried Fauser ∗, Peter D Jarvis †and Ronald C King ‡

June 14, 2016

Abstract

We study the algebraic properties of plethystic vertex operators, introduced in J. Phys. A: Math.
Theor. 43 405202 (2010), underlying the structure of symmetric functions associated with certain gen-
eralized universal character rings of subgroups of the general linear group, defined to stabilize tensors
of Young symmetry type characterized by a partition of arbitrary shape π. Here we establish an ex-
tension of the well-known boson-fermion correspondence involving Schur functions and their associated
(Bernstein) vertex operators: for each π, the modes generated by the plethystic vertex operators and
their suitably constructed duals, satisfy the anticommutation relations of a complex Clifford algebra.
The combinatorial manipulations underlying the results involve exchange identities exploiting the Hopf-
algebraic structure of certain symmetric function series and their plethysms.

1 Introduction

The fundamental role of vertex operators and associated mathematical structures in the physics and
geometry of string theory and two dimensional conformal field theory has long been recognised [1, 2].
In ‘free field’ realizations the context is algebraic-combinatorial, expressed in terms of the structure and
properties of the universal ring of symmetric functions, and it is this setting with which we are concerned
in this note. Phrased in this language, the origins of vertex operators can be traced to the study of
certain basic endomorphisms (see for example [3]). Vertex operators are also called Bernstein operators
(in the terminology of Zelevinsky [4]).

In recent work we have studied the relationship between symmetric functions and character rings
for groups beyond the classical general linear, orthogonal and symplectic cases developed from the
foundational works of Weyl [5] (as expounded in the classic text of Littlewood [6]). Our systematic
analysis [7, 8, 9] (technicalities of which will be covered as needed in the following) allows progress to
be made on what Littlewood referred to as restricted groups : matrix subgroups of the general linear
group which stabilise a fixed, but arbitrary, numerical tensor of given structure and Young symmetry
type. For symmetry type specified by partition π, and for tensors of order p = |π| (the number of tensor
indices, or rank), we refer to these, possibly trivial, groups as Hπ subgroups of GL(n) in dimension n.
(The complex orthogonal and symplectic groups being the cases where |π| = 2 and π is symmetric and
antisymmetric for even n, respectively, each with an associated nonsingular bilinear form).

Our results from [7, 8, 9, 10] are as follows. For each π we have identified in the ring of symmetric
functions, the linear basis of symmetric functions of type π which plays the role of the universal character
ring for the group Hπ, analogously to the way in which the standard basis of Schur functions, and Schur
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functions of symplectic and orthogonal type, provide the structure of the universal character rings in
the general linear, orthogonal and symplectic cases (for the Hopf structure of the character rings in the
latter cases see also [11]). A key technical aspect throughout [8] is the exploitation of the symmetric
function operation of plethysm, as used by Littlewood [6], and the systematic way in which (for example)
plethysm distributes over symmetric function operations such as multiplication and skew. Specifically
we have described the generalized π-Newell-Littlewood product rule, and the character branching rules
for basis transformation between Schur functions and symmetric functions of π-type. In contrast to the
case of the classical groups, a complete characterization of the Hopf algebraic structure in the form of
primitive elements, units, and counits obviously depends not only on the partition π but also on the
specific π tensor (for example, its tensor rank and perhaps a canonical form) and so is not possible
to give this complete characterization in generic form. In particular, the universal characters will in
general be indecomposable rather than irreducible, and so their utility requires further case-by-case
consideration. On the other hand, it is quite feasible to explore general structural aspects of the new
classes of symmetric functions, and this is the path which we follow here.

In § 2 below, we summarize the notation and background required to define the π-type symmetric
functions, and in § 3 as in [9], we establish the formal π-analogue of the standard (Bernstein) vertex
operator modal product realization, which obtains for Schur functions themselves. To complete the
analogy, this leads to consideration of the appropriate ‘dual’ vertex operators in the π case. The main
result of this paper is that the modes of the π-vertex operators, and those of their suitably constructed
duals, together satisfy the anticommutation relations of an infinite dimensional complex Clifford algebra,
that is, the standard ‘free fermion’ algebra – as in the well known case of the Bernstein operators
themselves. Our finding thereby generalizes earlier work of Baker [12] on vertex operators and duals,
for orthogonal and symplectic characters (see also Jing and Nie [13]), which correspond to the rank 2
symmetric and antisymmetric cases π = (2), and π = (12), respectively. However, our results have much
more general validity – the free fermion algebra is valid not just for the one part partitions π = (p)
and their duals π = (1p) which directly generalize the orthogonal and symplectic cases with weight
|π| = p = 2 (see below for definitions), but it obtains for arbitrary partition shapes π. Detailed proofs
are provided in § 3, augmented by the Appendices A and B, via rearrangement lemmas for computing
operator ordering, with use of the underlying symmetric function (co)algebraic structure.

Just as π-Schur functions, s(π)λ(X), may be defined in terms of products of vertex operators acting
on the identity, so we may also define dual π-Schur functions, s∗(π)λ(X), in terms of products of our dual
vertex operators acting on the identity. This is done in § 4, in which the π-Schur functions and their
duals are then evaluated in terms of ordinary Schur functions by exploiting a powerful normal ordering
lemma proved in Appendix C.

The paper concludes in § 5 with a brief summary, and discussion of implications of the results and
future work.

2 Symmetric functions of π-type

As is well known, in 1 + 1-dimensional quantum field theory, field mode expansions in advanced and
retarded variables x± ct, become in the Euclidean picture, Laurent expansions in a complex variable z.
In the simplest (“chiral scalar”) case, the mode operators αn, α−n ≡ αn

† (n ∈ Z>0) fulfil the quantum
mechanical commutation relations of an infinite Heisenberg algebra, [αm, αn] = mδm+n,0 , m,n ∈ Z6=0 .
In the combinatorial equivalent, these operators are in turn realized on the ring Λ(X) of symmetric
functions of a countably infinite alphabet of indeterminates X = {x1, x2, · · · } , and it is in this setting
that we wish to investigate the calculus of vertex operators.

In order to develop this, we begin with some notational preliminaries (following [3]). The ring Λ(X)
has various distinguished algebraic generating sets, of which we will need the power sum symmetric
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functions pn(X),

pn(X) =
∑

k

xk
n ,

together with the complete and elementary symmetric functions, hn(X) and en(X), defined via gener-
ating series as follows:

M(z;X) =
∏

k

1

(1 − z xk)
=
∑

n≥0

zn hn(X) , (1)

L(z;X) = M(z;X)−1 =
∏

k

(1− z xk) =
∑

n≥0

(−z)n en(X) , (2)

where
hn(X) =

∑

k1≤k2≤···kn

xk1xk2 · · ·xkn
and en(X) =

∑

k1<k2<···kn

xk1xk2 · · ·xkn
. (3)

In the special case z = 1 we set M(X) = M(1;X) and L(X) = L(1;X), while for the sake of
typographical simplicity, where X is to be understood, we often write M(z) and L(z) for M(z;X) and
L(z;X), respectively.

Discussion of linear bases of Λ(X) entails elements labelled by (integer) partitions λ. If λ is a partition
of n we write λ ⊢ n, and λ = (λ1, λ2, . . .) is a sequence of non-negative integers λi for i = 1, 2, . . . , such
that λ1 ≥ λ2 ≥ · · · ≥ 0, with λ1 + λ2 + · · · = n. The partition λ is said to be of weight |λ| = n and
length ℓ(λ) where λi > 0 for all i ≤ ℓ(λ) and λi = 0 for all i > ℓ(λ). In specifying λ the trailing zeros,
that is those parts λi = 0, are often omitted, while repeated parts are sometimes written in exponent
form λ = (· · · , 2m2 , 1m1) where λ contains mi parts equal to i for i = 1, 2, . . .. For each such partition,
n(λ) =

∑n
i=1(i− 1)λi and zλ =

∏

i≥1 i
mi mi!.

Although we will not make use of them here, each partition λ of weight |λ| and length ℓ(λ) defines [3]
a Young diagram Fλ consisting of |λ| boxes arranged in ℓ(λ) left adjusted rows of lengths λ1, λ2, . . . , λℓ(λ)

from top to bottom. The partition λ′ conjugate to λ has parts λ′
1, λ

′
2, . . . that specify the number of

boxes in the columns of Fλ from left to right. It follows that |λ′| = |λ| and ℓ(λ′) = λ1. Given two
partitions κ and λ, we write κ ⊆ λ if and only if Fλ contains Fκ, that is to say κi ≤ λi for all i ≤ ℓ(κ).

Returning to the definitions, it is the case that the complete and elementary symmetric functions
are particular members of the linear basis of Schur functions sλ(X) corresponding to the specific cir-
cumstance of one row or one column Young diagrams, respectively, that is hm(X) = s(m)(X), and
em(X) = s(1m)(X) . Their expansions (3) are special instances of the following combinatorial definition

of the Schur functions sλ(X) for partitions λ of arbitrary shape. Let T λ denote the set of semistandard

tableaux T of shape λ with entries from {1, 2, . . . , n}, and let XT = x#1
1 x#2

2 · · ·x#n
n where #k is the

number of entries k in T . Then we have simply

sλ(X) =
∑

T∈T λ

XT . (4)

The ring Λ(X) is given the status of a Hilbert space by defining an inner product such that the
Schur functions are an orthonormal basis. The associative product in the ring (the outer product,
f · g(X) = f(X)g(X)) then has a natural adjoint, the operation of symmetric function skew f/g or
D(g)f or g⊥ ·f , defined by duality as 〈 f/g |h〉 = 〈f | g ·h 〉 . Given two Schur functions sλ and sκ,
the skew Schur function sλ/κ := sλ/sκ is non-zero if and only if κ ⊆ λ. The adjoint arises in the
realization of the afore-mentioned infinite Heisenberg algebra, in that negative integer-indexed modes
α−k are associated with power sums pk (operating by point multiplication), with their adjoints D(pk)
identified with the αk. Acting on symmetric functions expressed in terms of the algebraic basis of power
sum functions, one has indeed (up to scaling) the standard Schrödinger representation D(pk) = k∂/∂pk .

An important further operation on symmetric functions needed in the sequel is that of plethysm,
defined as follows. Suppose f(X) has an expansion in monomials in X , f(X) =

∑

i yi. Adopt these
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monomials as elements of a new countably infinite alphabet Y = {y1, y2, · · · } . Then for any Schur
function sλ(X), the plethysm of f by sλ, sλ[f ](X) := sλ(Y ), is the symmetric function of the composite
alphabet (also denoted f ⊗ sλ) . We will need the plethysms of the basic complete and elementary
symmetric functions by the series M(X), which in the weight 2 case are

M(2)(z;X) = M(z; s(2)(X)) =
∏

i≤j

1

(1− zxixj)
=
∑

r≥0

zr s(r)[s(2)](X) =
∑

r≥0

zrs(2) ⊗ hr(X) ;

M(12)(z;X)) = M(z; s(12)(X)) =
∏

i<j

1

(1− zxixj)
=
∑

r≥0

zr s(r)[s(12)](X) =
∑

r≥0

zrs(12) ⊗ hr(X) .

with inverses L(2)(z;X) = L(z; s(2)(X)) and L(12)(z;X)) = L(z; s(12)(X)) .
The connection with character theory, and the generalizations leading to the vertex operators which

we wish to introduce, are as follows. For a finite alphabet, the celebrated Schur functions are well known
to give the characters of finite dimensional irreducible representations of GL(n), where the parameters
(x1, x2, · · · , xn) are the eigenvalues of an n× n (invertible) complex matrix. In the inductive limit, the
ring Λ(X) and indeed the Schur functions as linear basis embody the corresponding universal character
ring. Remarkably, in the case of the classical orthogonal and symplectic groups, the universal character
ring is still carried by Λ(X), with the basis of irreducible characters, the Schur functions of orthogonal
type and symplectic type, respectively defined by skewing by series (setting z=1),

sOλ (X) = s
(2)
λ (X) = sλ/L(2)(X) and sSp

λ (X) = s
(12)
λ (X) = sλ/L(12)(X) .

While this invertible mapping amounts to a linear automorphism of the space Λ(X), it is not isometric,
and key structural elements of Λ(X) as a Hopf algebra in the case of the orthogonal and symplectic
groups, differ from those for Λ(X) for the general linear group universal character ring.

In recent work [11] we have investigated the natural extension of the above to the case of formal
universal character rings of putative matrix subgroups Hπ of the general linear group which leave invari-
ant a fixed numerical tensor of Young symmetry type associated with a partition π of arbitrary tensor
weight, with the classical orthogonal and symplectic groups being the above |π| = 2 cases (2) and (12),
respectively. For example, if π = (3) the corresponding symmetric functions of type π = (3) will be

defined by s
(3)
λ (X) = sλ/L(3)(X), and a given Schur function will be expressed as sλ(X) = s

(3)
λ /M(3)(X),

where

M(3)(X) =
∏

i≤j≤k

1

(1 − xixjxk)
,

as a sum of symmetric functions of this type corresponding to the branching rule from a module of
the general linear group, to (generically indecomposable) modules of the H(3) subgroup. In view of the
definition of plethysm, and (4) above, we have in general

Mπ(z;X) =
∏

T∈T π

1

1− z XT
=
∑

r≥0

zr s(r)[sπ](X) ; (5)

Lπ(z;X) =
∏

T∈T π

(1 − z XT ) =
∑

r≥0

(−1)r zr s(1r)[sπ](X) , (6)

and, for arbitrary π, we have

s
(π)
λ (X) = sλ/Lπ(X), sλ(X) = s

(π)
λ /Mπ(X) , (7)

being the definition, and generalized branching rule, respectively. Correspondingly there exists [8] a
generalization of the Newell-Littlewood [14, 15] formula extending the outer product of orthogonal
and symplectic characters to the outer product of Hπ characters (again corrresponding to generically
indecomposable modules).
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3 π-vertex operators, dual π-vertex operators and exchange re-

lations

Central to the role of Schur functions in various contexts is the ability to compute them in different ways.
As mentioned in the introduction, they can be identified as matrix elements of basic endomorphisms,
products of the so-called Bernstein or vertex operators. Recall the mutually inverse series M(z;X) and
L(z;X). Using Taylor’s series for the natural logarithm, and suppressing the underlying alphabet, we
have

M(z) = exp

(

∞
∑

n=1

zn

n
pn

)

, L(z−1) = exp

(

−

∞
∑

n=1

z−n

n
pn

)

,

in terms of which the vertex operator is defined

V (z) = M(z)D
(

L(z−1)
)

≡ exp

(

∞
∑

n=1

zn

n
pn

)

exp

(

−

∞
∑

n=1

z−n ∂

∂pn

)

. (8)

The Schur functions themselves can be recovered in terms of modal projections of products of strings of
these objects acting on the identity, namely

sλ(Z) = [Zλ]V (z1) · V (z2) · · ·V (zk) · 1 (9)

where the alphabet is now Z = {z1, z2, · · · , zk} and the notation [zm] · · · selects the coefficient of the
appropriate power in a series expansion, with [Zλ] = [zλ1

1 ][zλ2
2 ] · · · [zλk

k ] . In the case of Schur functions,
the same sλ(Z) can be obained equivalently via strings of both the basic vertex operators above, as well
as the so-called ‘dual’ vertex operators

V ∗(w) = L(w)D
(

M(w−1)
)

≡ exp

(

−

∞
∑

n=1

wn

n
pn

)

exp

(

+

∞
∑

n=1

w−n ∂

∂pn

)

, (10)

acting on the identity. We shall not need further combinatorial details, but integral to the construction is
the remarkable fact that the complex modes of the vertex and dual vertex operators fulfil the elementary
algebraic relations of an algebra once again intimately related to quantum field expansions, but for the
“chiral fermion” case rather than the chiral scalar case corresponding to the modes of the Heisenberg
algebra. The results are most simply stated in terms of an expanded algebra which includes the additional
zero mode operator α0, augmented by its canonical conjugate q, such that [q, α0] = i1. We define the
full vertex operators, including contributions from the zero modes, as

X(z) = V (z)eiqzα0 and X∗(z) = V ∗(z)z−α0e−iq . (11)

For ease of writing in the sequel, we henceforth introduce the abbreviation z = z−1 .
The crucial property is the following. The full vertex operators X(z), X∗(z) fulfil the operator

product exchange relations:

X(z)X(w) +X(w)X(z) = 0 ;

X∗(z)X∗(w) +X∗(w)X∗(z) = 0 ;

X(z)X∗(w) +X∗(w)X(z) = δz,w 1 , (12)

where δz,w (with Laurent expansion
∑+∞

n=−∞(z/w)n) is the distributional δ-function, and 1 is the unit
operator. Correspondingly, the modes Xm and X∗

n, m,n ∈ Z under Laurent expansions of X(z) and
X∗(z), defined by

X(z) =
∑

n∈Z

zn+α0Xn and X∗(z) =
∑

n∈Z

z−n−α0X∗
n , (13)
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satisfy the free fermion algebraic anticommutation relations of an infinite-dimensional complex Clifford
algebra,

{Xm, Xn} = 0 , {X∗
m, X∗

n} = 0 , {Xm, X∗
n} = δm+n,0 1 , for all m,n ∈ Z . (14)

Our interest here is in extending this structure to symmetric functions of type π , along the lines
already explored by Baker [12] for vertex operators for the aforementioned Schur functions of orthogonal
and symplectic type (see also Jing [13]). In [10] we gave the definition of π-vertex operators, Vπ(z),

constructed to have the same property with respect to the π-Schur functions, s
(π)
λ , as the standard

vertex operators in (8) have to standard Schur functions in (9) , namely

s
(π)
λ = [Zλ] Vπ(z1)Vπ(z2) · · ·Vπ(zk) · 1 , where (15)

Vπ(z) = (1− δπ,(p)z
p)M(z)L⊥(z−1)

∏p−1

k=1
L⊥
π/(k)(z

k) . (16)

In order to extend our analysis to obtain the complete set of exchange relations between the π-vertex
operators it is necessary to introduce suitably constructed dual vertex operators V ∗

π (z), and then to
adjoin to both Vπ(z) and V ∗

π (z) zero mode contributions as as is done in the standard case, to give the
corresponding full vertex operators Xπ(z) and X∗π(z).

With these preliminaries we now turn to the statement of the main result of this paper, in which for
simplicity we write z = z−1:

Theorem 1 For each partition π and any z let

Vπ(z) := M(z)L⊥(z)
∏

k>0

L⊥
π/(k)(z

k) ; (17)

V ∗
π (z) := L(z)M⊥(z)

∏

k≥0

M⊥
π/(12k+1)(z

2k+1)
∏

k>0

L⊥
π/(12k)(z

2k) , (18)

where it is to be understood that all the Schur functions in M(w), L(w),M⊥(w) and L⊥(w), for any w,
depend on the same sequence of indeterminates (x1, x2, . . .) whose specification, again for the sake of
simplicity, has been suppressed.

Furthermore, let the associated full vertex operators Xπ(z) and X∗π(z), constructed by adjoining zero
mode contributions in the usual way, be defined as in (13) above by

Xπ(z) = Vπ(z)e
iqzα0 :=

∑

n∈Z

zn+α0Xπ
−n and X∗π(z) = V ∗

π (z)z
−α0e−iq :=

∑

n∈Z

z−n−α0X∗π
n . (19)

Then we have

(a) For all π, Xπ(z) and X∗π(z) satisfy

Xπ(z)Xπ(w) +Xπ(w)Xπ(z) = 0 ;

Xπ(z)Xπ(w) +Xπ(w)Xπ(z) = 0 ;

Xπ(z)Xπ(w) +Xπ(w)Xπ(z) = 1δz,w . (20)

(b) The modes Xπ
m and X∗π

n fulfil the free fermion anticommutation relations of a complex Clifford
algebra:

{Xπ
m, Xπ

n} = 0 ; {X∗π
m , X∗π

n } = 0 ; {Xπ
m, X∗π

n } = δm+n,0 1 for all m,n ∈ Z , (21)

where {· , ·} signifies an anticommutator.
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It should be noted in the definitions (17) and (18) that although the summations over k are in
principle unbounded, the expressions are finite by virtue of the fact that

Mπ/κ(z) = M⊥
π/κ(z) = 1 and Lπ/κ(z) = L⊥

π/κ(z) = 1 for all κ 6⊆ π . (22)

since sπ/κ = 0 if κ 6⊆ π. Moreover, to recover (16) from (17) it is only necessary to note in addition the
second of the following two identities that will play a crucial role in what follows:

M(0)(z) = M⊥
(0)(z) =

1

1− z
and L(0)(z) = L⊥

(0)(z) = (1 − z) . (23)

Each of these is an immediate consequence of the fact that s(0) = 1 for any sequence of suppressed
parameters (x1, x2, . . .).

Below we provide a proof of these results, drawing heavily on a basic lemma proven in Appendix A.
This gives the relations for 4 types of reshufflings of the M and L plethysic factors and their adjoints,
which make up the individual exponential components contributing to the full vertex operators, all of
which are required for ordering vertex operator products.

By way of illustration of the reordering formalism, note that the vertex operators V , V ∗ themselves
are defined as ‘normal ordered’ products ∼= eP eD, where P is the series linear in power sums pk and
in the differential realization, D is a polynomial in derivatives ∂/∂pk of degree p − 1 for |π| = p ≥ 2 .
Algebraic relations are in turn derived by reducing products to normal ordered form, and comparing
terms (c.f. [9]). The following well known exponential adjoint identity is applicable,

eDeP = eP
(

e−P eDeP
)

= eP e

(

D+[D,P ]+ 1
2 [[D,]P ],P ]+···

)

, (24)

and in fact requires only p commutator terms, up to [[· · · [D,P ], · · ·], P ]/(p − 1)! , which, in view of the
structure of D, must be a numerical scalar with no dependence on the pk. However, in view of the com-
plexity of the evaluations required using this method (which would entail intermediate computations
with Schur functions in the power sum basis), the reordering lemma instead exploits the underlying Hopf
structure and its compatibility with canonical operations such as plethysm and skew (see Appendix A
for details).

Proof of Theorem 1:

Noting that L⊥(z) = L⊥
(1)(z) and L⊥

(0)(zw) = (1− zw), it follows from the repeated use of (A–2) that

Vπ(z)Vπ(w) = M(z)L⊥
(1)(z)

∏

i>0

L⊥
π/(i)(z

i) M(w)L⊥(w)
∏

j>0

L⊥
π/(j)(w

j)

= M(z)M(w)L⊥
(1)(z)L

⊥
(0)(zw)

∏

i>0

∏

k≥0

L⊥
π/((i)(k))(z

iwk) L⊥(w)
∏

j>0

L⊥
π/(j)(w

j)

= (1− zw) Pπ(z, w) , (25)

where
Pπ(z, w) = M(z) M(w) L⊥(z) L⊥(w)

∏

i,j≥0:(i,j) 6=(0,0)

L⊥
π/((i)(j))(z

iwj) , (26)

from which it can be seen that Pπ(w, z) = Pπ(w, z).
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Similarly, with the use of (A–3) and (A–4)

V ∗
π (z)V

∗
π (w) = L(z)M⊥

(1)(z)
∏

i≥0

M⊥
π/(12i+1)(z

2i+1)
∏

i>0

L⊥
π/(12i)(z

2i)

L(w)M⊥(w)
∏

j≥0

M⊥
π/(12j+1)(w

2j+1)
∏

j>0

L⊥
π/(12j)(w

2j)

= L(z) L(w) M⊥
(1)(z) L

⊥
(0)(zw)M

⊥(w)
∏

j≥0

M⊥
π/(12j+1)(w

2j+1)
∏

j>0

L⊥
π/(12j)(w

2j)

∏

i≥0

∏

k≥0

M⊥
π/((12i+1)(12k))(z

2i+1w2k)
∏

i≥0

∏

k≥0

L⊥
π/((12i+1)(12k+1))(z

2i+1w2k+1)

∏

i>0

∏

k≥0

L⊥
π/((12i)(12k))(z

2iw2k)
∏

i>0

∏

k≥0

M⊥
π/((12i)(12k+1))(z

2iw2k+1)

= (1− zw) Qπ(z, w) , (27)

where

Qπ(z, w) = L(z) L(w) M⊥(z) M⊥(w)
∏

i,j≥0

M⊥
π/((12i+1)(12j))(z

2i+1w2j)
∏

i,j≥0

L⊥
π/((12i+1)(12j+1))(z

2i+1w2j+1)

∏

i,j≥0:(i,j) 6=(0,0)

L⊥
π/((12i)(12j))(z

2iw2j)
∏

i,j≥0

M⊥
π/((12i)(12j+1))(z

2iw2j+1) , (28)

with Qπ(z, w) = Qπ(w, z).
In the case w 6= z, the repeated use of (A–4) yields

Vπ(z)V
∗
π (w) = M(z)L⊥

(1)(z)
∏

i>0

L⊥
π/(i)(z

i)

L(w)M⊥(w)
∏

j≥0

M⊥
π/(12j+1)(w

2j+1)
∏

j>0

L⊥
π/(12j)(w

2j)

= M(z)L(w)L⊥
(1)(z)M

⊥
(0)(zw)M

⊥(w)
∏

j≥0

M⊥
π/(12j+1)(w

2j+1)
∏

j>0

L⊥
π/(12j)(w

2j)

∏

i>0

∏

k≥0

L⊥
π/((i)(12k))(z

iw2k)
∏

i>0

∏

k≥0

M⊥
π/((i)(12k+1))(z

iw2k+1)

= (1− zw)−1 Rπ(z, w) , (29)

where

Rπ(z, w) = M(z)L(w)L⊥
(1)(z)M

⊥
(1)(w)

∏

i,j≥0:(i,j) 6=(0,0)

L⊥
π/((i)(12j))(z

iw2j)
∏

i,j≥0

M⊥
π/((i)(12j+1))(z

iw2j+1) . (30)
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Finally, by using (A–1) and (A–2) one obtains

V ∗
π (z)Vπ(w) = L(z)M⊥

(1)(z)
∏

i≥0

M⊥
π/(12i+1)(z

2i+1)
∏

i>0

L⊥
π/(12i)(z

2i)

M(w)L⊥(w)
∏

j>0

L⊥
π/(j)(w

j)

= L(z)M(w)M⊥
(1)(z)M

⊥
(0)(zw)L

⊥(w)
∏

j>0

L⊥
π/(j)(w

j)

∏

i≥0

∏

k≥0

M⊥
π/((12i+1)(k))(z

2i+1wk)
∏

i>0

∏

k≥0

L⊥
π/((12i)(k))(z

2iwk)

= (1− zw)−1 Sπ(z, w) , (31)

where

Sπ(z, w) = L(z)M(w)M⊥(z)L⊥(w)
∏

i,j≥0

M⊥
π/((12i+1)(j))(z

2i+1wj)
∏

i,j≥0:(i,j) 6=(0,0)

L⊥
π/((12i)(j))(z

2iwj) . (32)

Comparing (30) and (32) it can be seen that Sπ(w, z) = Rπ(z, w), and in the special case z = w we have

Rπ(z, z) = M(z)L(z)L⊥(z)M⊥(z)
∏

i,j≥0

M⊥
π/((12i+1)(j))(z

2i+j+1)
∏

i,j≥0:(i,j) 6=(0,0)

L⊥
π/((12i)(j))(z

2i+j) . (33)

However, it should be noted that
∏

i,j≥0

z2i+j+1 s(12i+1)(X) s(j)(X) =
∏

a,b≥0

za+b+1 s(a+1,1b)(X)

and
∏

i,j≥0:(i,j) 6=(0,0)

z2i+j s(12i)(X) s(j)(X) =
∏

a,b≥0

za+b+1 s(a+1,1b)(X) (34)

for all X = (x1, x2, . . .). It follows that

Rπ(z, z) = M(z)L(z)L⊥(z)M⊥(z)
∏

a,b≥0

M⊥
π/(a+1,1b)(z

a+b+1) L⊥
π/(a+1,1b)(z

a+b+1) = 1 (35)

where the last equality follows from the fact that Mσ(w) and Lσ(w) are mutually inverse series for all
σ and all w.

Turning to the full vertex operators, it follows from the above that

Xπ(z)Xπ(w) +Xπ(w)Xπ(z) = Vπ(z)Vπ(w) e
iqzα0eiqwα0 + Vπ(w)Vπ(z) e

iqwα0eiqzα0

= (1− zw)Pπ(z, w) z w
2(zw)α0e2iq + (1− wz)Pπ(w, z)w z2(wz)α0e2iq

= ((z − w) + (w − z))Pπ(z, w) zw
2(zw)α0e2iq = 0 , (36)

where use has been made of (B–1) and the fact that Pπ(z, w) = Pπ(w, z). Similarly,

X∗π(z)X∗π(w) +X∗π(w)X∗π(z) = V ∗
π (z)V

∗
π (w) z

−α0e−iqw−α0e−iq + V ∗
π (w)V

∗
π (z)w

−α0e−iqz−α0e−iq

= (1− zw)Qπ(z, w)w(zw)
−α0e−2iq + (1− wz)Qπ(w, z) z(wz)

−α0e−2iq

= ((z − w) + (w − z))Qπ(z, w) (zw)
−α0e−2iq = 0 ,

(37)
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where use has been made of (B–2) and the fact that Qπ(z, w) = Qπ(w, z). Furthermore, we have

Xπ(z)X∗π(w) +X∗π(w)Xπ(z) = Vπ(z)V
∗
π (w) e

iqzα0w−α0e−iq + V ∗
π (w)Vπ(z)w

−α0e−iqeiqzα0

= (1 − zw)−1 Rπ(z, w) zw(zw)
α0 + (1− wz)−1 Sπ(w, z) (zw)

α0

=

{

zw

1− zw
+

1

1− wz

}

Rπ(z, w) (zw)
α0 , (38)

where use has been made of (B–3) and (B–4), together with the fact that Sπ(w, z) = Rπ(z, w). For
z 6= w the factor in braces is well defined and equals 0, but diverges to +∞ in the limit z/w → 1. This
can be seen by noting that in view of the origin of the terms 1/(1−zw) and 1/(1−wz), namely M(0)(zw)
and M(0)(wz), respectively, we can write this factor in the form

zw

1− zw
+

1

1− wz
=
∑

k≥1

(w/z)k +
∑

k≥0

(z/w)k =
∑

k∈Z

(z/w)k = δz,w (39)

where the identification with a δ function has been argued elsewhere (see for example [16]). It then
follows that

Xπ(z)X∗π(w) +X∗π(w)Xπ(z) = δz,w Rπ(z, w) (zw)
α0 = δz,w Rπ(z, z) = δz,w1 , (40)

as required to complete the proof of (20). The validity of (21) then follows from the simultaneous Laurent
expansions of (20) with respect to z and w. �

Example: To complete this section we offer a direct demonstration of the free fermion result for the
test case π = (3), for which it follows from the definitions (17) and (18) that

V(3)(z) = M(z)L⊥(z)L⊥
(2)(z)L

⊥
(1)(z

2)L⊥
(0)(z

3) and V ∗
(3)(z) = L(z)M⊥(z)L⊥

(2)(z) .

Beginning with the product V(3)(z)V(3)(w), we have

V(3)(z)V(3)(w) = M(z)L⊥(z)L⊥
(2)(z)L

⊥
(1)(z

2)L⊥
(0)(z

3) ·M(w)L⊥(w)L⊥
(2)(w)L

⊥
(1)(w

2)L⊥
(0)(w

3)

= M(z)M(w) · L⊥(z)L⊥
(0)(zw) · L

⊥
(2)(z)L

⊥
(1)(zw)L

⊥
(0)(zw

2)

· L⊥
(1)(z

2)L⊥
(0)(z

2w) · L⊥
(0)(z

3) · L⊥(w)L⊥
(2)(w)L

⊥
(1)(w

2)L⊥
(0)(w

3)

= (1− zw)(1 − z3)(1 − w3)(1− zw2)(1− z2w)

M(z)M(w)L⊥(z)L⊥(w)L⊥
(2)(z)L

⊥
(2)(w)L

⊥
(1)(zw)L

⊥
(1)(z

2)L⊥
(1)(w

2) ,

where three applications of the L⊥M reordering rule (A–2) have been used to establish the normal-
ordered form of the result. Up to the factor (1 − zw), the terms are symmetrical with respect to the
interchange z ↔ w. Recalling the additional zero-mode reordering terms (B–1) involved in the full
vertex operators , we have

{X(3)(z), X(3)(w)} = 0 .

Turning to V ∗
(3)(z)V

∗
(3)(w), we note similarly that using two applications of the M⊥L reordering rule

(A–3) gives

V ∗
(3)(z)V

∗
(3)(w) = L(z)M⊥(z)M⊥

(2)(z) · L(w)M
⊥(w)M⊥

(2)(w)

= L(z)L(w) ·M⊥(z)L⊥
(0)(zw) ·M

⊥
(2)(z)L

⊥
(1)(zw) ·M

⊥(w)M⊥
(2)(w)

= (1− zw)L(z)L(w)M⊥(z)M⊥(w) ·M⊥
(2)(z)M

⊥
(2)(w)L

⊥
(1)(zw), .
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Once again up to the factor (1− zw), the terms are symmetrical with respect to the interchange z ↔ w.
Recalling the additional zero-mode reordering terms (B–2) involved in the full vertex operators, we can
conclude that

{X∗(3)(z), X∗(3)(w)} = 0 .

The reordering of the mixed products V(3)(z)V
∗
(3)(w) and V ∗

(3)(w)V(3)(z) entails three applications of

the L⊥L reordering rule (A–4) and two of the M⊥M reordering rule (A–1) as follows:

V(3)(z)V
∗
(3)(w) = M(z)L⊥(z)L⊥

(2)(z)L
⊥
(1)(z

2)L⊥
(0)(z

3) · L(w)M⊥(w)M⊥
(2)(w)

= M(z)L(w) · L⊥(z)M⊥
(0)(zw) · L

⊥
(2)(z)M

⊥
(1)(zw) · L

⊥
(1)(z

2)M⊥
(0)(z

2w) · L⊥
(0)(z

3) ·M⊥(w)M⊥
(2)(w)

= (1 − z3)(1 − zw)−1(1− z2w)−1 M(z)L(w)L⊥(z)M⊥(w)L⊥
(2)(z)L

⊥
(1)(z

2)M⊥
(2)(w)M

⊥
(1)(zw) ;

V ∗
(3)(w)V(3)(z) = L(w)M⊥(w)M⊥

(2)(w) ·M(z)L⊥(z)L⊥
(2)(z)L

⊥
(1)(z

2)L⊥
(0)(z

3)

= L(w)M(z) ·M⊥(w)M⊥
(0)(wz) ·M

⊥
(2)(w)M

⊥
(1)(wz)M

⊥
(0)(wz

2) · L⊥(z)L⊥
(2)(z)L

⊥
(1)(z

2)L⊥
(0)(z

3)

= (1 − wz)−1(1− wz2)−1(1− z3) L(w)M(z)M⊥(w)L⊥(z)M⊥
(2)(w)M

⊥
(1)(wz)L

⊥
(2)(z)L

⊥
(1)(z

2) .

Inserting the normal ordering factors (B–3) and (B–4) arising from the zero mode contributions to the
full vertex operators, gives

{X(3)(z), X
∗
(3)(w)} =

1− z3

1− z2w

{

zw

1− zw
+

1

1− wz

}

·M(z)L(w)L⊥(z)M⊥(w)L⊥
(2)(z)M

⊥
(2)(w)L

⊥
(1)(z

2)M⊥
(1)(zw) · (z/w)

α0 .

Here the factor in braces {· · · } can be recognised as the complex δ function δw,z. In the limit w → z,
the first and final factors each reduce to 1, and the accompanying series and their adjoints all cancel in
pairs to give the unit operator. Thus finally we establish

{X(3)(z), X
∗
(3)(w)} = δw,z 1 .

whose modal equivalent is the claimed infinite complex Clifford algebra (21).

4 π-Schur functions and their duals

In [10] we established the expression (15) for π-Schur functions s
(π)
λ in terms of our vertex operators

Vπ(z). Here, having defined dual vertex operators V ∗
π (z), they may be used to define dual π-Schur

functions s
∗(π)
λ . In both cases we may exploit our reordering Lemma 3 to identify alternative more

conventional expressions for both s
(π)
λ and s

∗(π)
λ . To be precise we have:

Theorem 2 Let λ be a partition of length ℓ(λ) = m and let Z = (z1, z2, . . . , zm). Then for any
X = (x1, x2, . . .) and partition π, let

s
(π)
λ (X) = [Zλ] Vπ(z1;X)Vπ(z2;X) · · ·Vπ(zm;X) · 1 ; (41)

s
∗(π)
λ (X) = [Zλ] V ∗

π (z1;X)V ∗
π (z2;X) · · ·V ∗

π (zm;X) · 1 . (42)

Then

s
(π)
λ (X) = [sλ(Z)] M(XZ) Lπ(Z) ; (43)

s
∗(π)
λ (X) =

{

[sλ(Z)] L(XZ) Lπ′(Z) if |π| is even;

[sλ(Z)] L(XZ) Mπ′(Z)) if |π| is odd.
(44)
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where π′ is the conjugate of π. Moreover, we have

s
(π)
λ (X) = L⊥

π (X) sλ(X) and s
∗(π)
λ (X) = (−1)|λ| L⊥

π (X) sλ′(X) , (45)

together with the inverse forms,

sλ(X) = M⊥
π (X)s

(π)
λ (X) and sλ′(X) = (−1)|λ|M⊥

π (X)s
∗(π)
λ (X) . (46)

In particular, we have the identification s
∗(π)
λ (X) = (−1)|λ|s

(π)
λ′ (X).

Proof: The first of these has been proved previously [9], but for completeness and as a guide to proving
the second we offer a second self-contained derivation, based this time on the use of Lemma 5. This
provides explicit formulae for the normal ordering of products of vertex operators and of products of
their duals that generalise the products of pairs given in (25) and (27). It follows directly from the first
part, (C–1), of this lemma that

Vπ(z1)Vπ(z2) · · ·Vπ(zm) · 1

=
∏

1≤i<j≤m

(1− zizj)

m
∏

ℓ=1

M(zℓ)
∏

i1,i2,...,im≥0

(i1,i2,...,im) 6=(0,0,...,0)

(1 − zi11 zi22 · · · zimm )c
π
(i1)(i2)···(im)

= Z−δ
∏

1≤i<j≤m

(zi − zj)

m
∏

ℓ=1

M(zℓ) Lπ(Z) (47)

where δ = (m− 1, . . . , 1, 0) and cπ(i1)(i2)···(im) is the generalised Littlewood-Richardson coefficient defined
by

s(i1) s(i2) · · · s(im) =
∑

π

cπ(i1)(i2)···(im) sπ , (48)

and (elaborating on (22), (23)) use has been made of the fact that

L⊥
σ (w) · 1 =

{

1− w if σ = (0);

1 otherwise,

while
Lπ(Z) = Lπ(1;Z) =

∏

T∈T π

(1− ZT ) =
∏

i1,i2,...,im≥0

(1 − zi11 zi22 · · · zimm )c
π
(i1)(i2)···(im) .

It follows that

s
(π)
λ (X) = [Zλ] Vπ(z1;X)Vπ(z2;X) · · ·Vπ(zm;X) · 1

= [Zλ+δ]
∏

1≤i<j≤m

(zi − zj)

m
∏

ℓ=1

M(zℓ;X) Lπ(Z)

= [sλ(Z)] M(X,Z)Lπ(Z) (49)

where we have first restored the explicit dependence on some arbitrary X = (x1, x2, . . .), recognised that

m
∏

ℓ=1

M(zℓ;X) =

m
∏

ℓ=1

∏

k≥1

(1− zℓxk)
−1 = M(XZ),

and made use of the fact that sλ(Z) = (Zλ+δ + · · · )/
∏

1≤i<j≤m(zi− zj) where all the terms represented

by · · · are distinct from Zλ+δ.
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Similarly, it follows from the second part, (C–2), of Lemma 5 that if |π| is even then in exactly the
same way as above

V ∗
π (z1)V

∗
π (z2) · · ·V

∗
π (zm) · 1 =

∏

1≤i<j≤m

(1− zizj)

m
∏

ℓ=1

L(zℓ)

·
∏

i1,i2,...,im≥0

(1− zi11 zi22 · · · zimm )
cπ
(1i1 )(1i2 )···(1im )

= Z−δ
∏

1≤i<j≤m

(zi − zj)

m
∏

ℓ=1

L(zℓ) Lπ′(Z) , (50)

where the last step is a consequence of the conjugacy identity

cπ(1i1 )(1i2)···(1im ) = cπ
′

(i1)(i2)···(im) .

Hence for |π| even

s
(π)
λ (X) = [Zλ] V ∗

π (z1;X)V ∗
π (z2;X) · · ·V ∗

π (zm;X) · 1

= [Zλ+δ]
∏

1≤i<j≤m

(zi − zj)

m
∏

ℓ=1

L(zℓ;X) Lπ′(Z)

= [sλ(Z)] L(XZ)Lπ′(Z) . (51)

On the other hand if |π| is odd then

V ∗
π (z1)V

∗
π (z2) · · ·V

∗
π (zm) · 1 =

∏

1≤i<j≤m

(1 − zizj)
m
∏

ℓ=1

L(zℓ)

·
∏

i1,i2,...,im≥0

cπ(1i1)(1i2 )···(1im )(1− zi11 zi22 · · · zimm )−1

= Z−δ
∏

1≤i<j≤m

(zi − zj)
m
∏

ℓ=1

L(zℓ) Mπ′(Z) , (52)

since (again c.f. (22), (23))

M⊥
σ (w) · 1 =

{

(1− w)−1 if σ = (0);

1 otherwise,

while

Mπ′(Z) = Mπ′(1;Z) =
∏

T∈T π′

(1− ZT )−1 =
∏

i1,i2,...,im≥0

cπ
′

(i1)(i2)···(im) (1 − zi11 zi22 · · · zimm ) .

It follows that for |π| odd

s
(π)
λ (X) = [Zλ] V ∗

π (z1;X)V ∗
π (z2;X) · · ·V ∗

π (zm;X) · 1

= [Zλ+δ]
∏

1≤i<j≤m

(zi − zj)

m
∏

ℓ=1

L(zℓ;X) Mπ′(Z)

= [sλ(Z)] L(XZ)Mπ′(Z) . (53)
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This completes the proof of (43) and (44).
To deal with the second pair of equalities, (45), consider first the coefficients ℓπν and mπν defined

by the expansions:

Lπ(Z) =
∑

k≥0

(−1)ks(1k)[sπ(Z)] =
∑

ν

ℓπν sν(Z) and Mπ(Z) =
∑

k≥0

s(k)[sπ(Z)] =
∑

ν

mπν sν(Z) .

(54)
Then from (43) we have

s
(π)
λ (X) = [sλ(Z)] M(XZ)Lπ(Z) = [sλ(Z)]

∏

µ

sµ(X) sµ(Z)
∏

ν

ℓπν sν(Z)

= [sλ(Z)]
∏

µ,ν

ℓπν sµ(X)
∏

κ

cκµν sκ(Z) =
∏

µ,ν

ℓπν c
λ
µν sµ(X)

=
∏

ν

ℓπν sλ/ν(X) = L⊥
π (X)sλ(X) . (55)

This completes the first part of (45).
The second part is naturally more complicated and requires the use of Littlewood’s theorem of

conjugates of plethysms [17] which states that for all µ, ν and Z that

(sµ[sν ](Z))′ =

{

sµ[sν′ ](Z) if |ν| is even;

sµ′ [sν′ ](Z) if |ν| is odd.
(56)

It follows that for |π| even

Lπ′(Z) =
∑

k≥0

(−1)ks(1k)[sπ′ ](Z) =
∑

ν

ℓπ′ν′ sν′(Z)

=
∑

k≥0

(−1)k( s(1k)[sπ](Z) )′ =
∑

ν

ℓπν sν′(Z)

so that ℓπ′ν′ = ℓπν, while for |π| odd

Mπ′(Z) =
∑

k≥0

s(k)[sπ′ ](Z) =
∑

ν

mπ′ν′ sν′(Z)

=
∑

k≥0

( s(1k)[sπ](Z) )′
∑

k≥0

(−1)k|π|((−1)ks(1k)[sπ(Z)])′

=
∑

ν

(−1)|ν| ℓπν sν′(Z)

so that mπ′ν′ = (−1)|ν| ℓπν .
Applying these results to (44) with |π| even gives

s
∗(π)
λ (X) = [sλ(Z)] L(XZ)Lπ′(Z) = [sλ(Z)]

∏

µ

(−1)|µ|sµ(X) sµ′(Z)
∏

ν

ℓπ′ν′ sν′(Z)

= [sλ(Z)]
∏

µ,ν

(−1)|µ| ℓπ′ν′ sµ(X)
∏

κ

cκµ′ν′ sκ(Z) =
∏

µ,ν

(−1)|λ| ℓπ′ν′ cλ
′

µν sµ(X)

=
∏

ν

(−1)|λ|ℓπν sλ′/ν(X) = (−1)|λ| L⊥
π (X)sλ′(X) ,

14



where we have used the fact that |ν| is even, so that (−1)|µ| = (−1)|λ|, and the fact that cκµ′ν′ = cκ
′

µν . In
the case |π| odd we have

s
∗(π)
λ (X) = [sλ(Z)] L(XZ)Mπ′(Z) = [sλ(Z)]

∏

µ

(−1)|µ|sµ(X) sµ′(Z)
∏

ν

mπ′ν′ sν′(Z)

= [sλ(Z)]
∏

µ,ν

(−1)|µ| mπ′ν′ sµ(X)
∏

κ

cκµ′ν′ sκ(Z) =
∏

µ,ν

(−1)|λ|−|ν|mπ′ν′ cλ
′

µν sµ(X)

=
∏

ν

(−1)|λ|ℓπν sλ′/ν(X) = (−1)|λ| L⊥
π (X) sλ′(X) .

Somewhat remarkably, these two formulae for |π| even and odd coincide, and yield (45). The identifi-

cation with s
(π)
λ′ (X) is evident in view of (7). The forms (46) follow trivially by left-multiplication by

M⊥
π , the inverse of L⊥

π . This completes the proof of our theorem. �

5 Conclusions

The present paper gives further development of the algebraic-combinatorial context for the description
of the general classes of symmetric functions of type π introduced in our previous papers [8, 9, 10].
Specifically, further to the previously-derived π-type ‘plethystic’ vertex operators given as the algebraic
tools for deriving the π-type symmetric functions as modal products, we have identified in this work the
dual counterparts of these objects.

Quite surprisingly, our results generalize the well-known correspondence between standard vertex
operator modes and their duals, and the general ‘free fermion’ relations of the complex infinite Clifford
algebra, to the case of the π-vertex operators and their duals. This is a significant extension, endowing
the π-type symmetric functions with combinatorial underpinnings which parallel those known for the
structure of the Schur functions themselves.

On the combinatorial side therefore, our results may inform constructions relating to determinantal
forms for the π-type symmetric functions. On the other hand, it is well known that the formal fermion-
boson mapping [18] leads to various infinite hierarchies of solitonic equations (such as the KP hierarchy).
We may expect similar extensions to result from the present work, as has indeed already been explored
in [12] for the orthogonal and symplectic cases.

A Reordering relations

Lemma 3 For all partitions π and any z and w, we have the following reordering identities:

M⊥
π (z)M(w) = M(w)

∏

k≥0

M⊥
π/(k)(zw

k) ; (A–1)

L⊥
π (z)M(w) = M(w)

∏

k≥0

L⊥
π/(k)(zw

k) ; (A–2)

M⊥
π (z)L(w) = L(w)

∏

k≥0

M⊥
π/(12k)(zw

2k)L⊥
π/(12k+1)(zw

2k+1) ; (A–3)

L⊥
π (z)L(w) = L(w)

∏

k≥0

L⊥
π/(12k)(zw

2k)M⊥
π/(12k+1)(zw

2k+1) . (A–4)

Proof:
In order to establish the required reordering relations for skew Schur function series it is helpful to

note some properties of plethysms and skew Schur functions. First, let ρ and ξ be partitions of r and k
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respectively. Then for any alpahabet X = (x1, x2, . . .)

sρ[sξ(X)] contains s(kr)(X) ⇔ ρ = (r) and ξ = (k); (A–5)

sρ[sξ(X)] contains s(1kr)(X) ⇔

{

ρ = (r) and ξ = (1k) with k even, or,

ρ = (1r) and ξ = (1k) with k odd.
(A–6)

Each of s(kr)(X) and s(1kr)(X), if it occurs, has multiplicity 1. It follows that

s(m)(X)/sρ[sξ(X)] =

{

s(m−kr)(X) if ρ = (r) and ξ = (k) ;

0 otherwise ,
(A–7)

s(1m)(X)/sρ[sξ(X)] =











s(1m−kr)(X) if

{

ρ = (r) and ξ = (1k) with k even, or

ρ = (1r) and ξ = (1k) with k odd ; .

0 otherwise ,

(A–8)

with s(m−kr)(X) = s(1m−kr)(X) = 0 if kr > m >.
The coproduct skew action of each of our π-Schur function series has been described elsewhere [8].

The skew quotient of M(w,X) ×G(Y ) by Mπ(z;X,Y ) for any symmetric function G(Y ) may then be
evaluated as follows, where the dependence on X and Y has been suppressed:

(M(w) ×G )/Mπ(z) =
∏

(0)⊆ξ⊆π

∑

ρ

z|ρ| (M(w)/sρ[sξ] )× (G/sρ[sπ/ξ] )

=
∏

(0)⊆ξ⊆π

∑

ρ

z|ρ|
∑

m≥0

wm s(m−kr) δρ,(r) δξ,(k) × (G/sρ[sπ/ξ])

=
∏

(0)⊆(k)⊆π

∑

r≥0

zr
∑

m≥0

wm s(m−kr) × (G/s(r)[sπ/(k)])

=
∏

(0)⊆(k)⊆π

∑

r≥0

zr
∑

n≥0

wn+kr s(n) × (G/s(r)[sπ/(k)])

=
∑

n≥0

wn s(n) ×G
/

∏

(0)⊆(k)⊆π

∑

r≥0

(zwk)r s(r)[sπ/(k)]

= M(w)×G
/

∏

k≥0

Mπ/(k)(zw
k) , (A–9)

where (22) and (23) justify the last step. Similarly

(M(w) ×G )/Lπ(z) =
∏

(0)⊆ξ⊆π

∑

ρ

(−z)|ρ| (M(w)/sρ[sξ] )× (G/sρ′ [sπ/ξ] )

=
∏

(0)⊆ξ⊆π

∑

ρ

(−z)|ρ|
∑

m≥0

wm s(m−kr) δρ,(r) δξ,(k) × (G/sρ′ [sπ/ξ])

=
∏

(0)⊆(k)⊆π

∑

r≥0

(−z)r
∑

m≥0

wm s(m−kr) × (G/s(1r)[sπ/(k)])

=
∏

(0)⊆(k)⊆π

∑

r≥0

(−z)r
∑

n≥0

wn+kr s(n) × (G/s(1r)[sπ/(k)])

=
∑

n≥0

wn s(n) ×G
/

∏

(0)⊆(k)⊆π

∑

r≥0

(−zwk)r s(1r)[sπ/(k)]

= M(w)×G
/

∏

k≥0

Lπ/(k)(zw
k) . (A–10)
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While

(L(w) ×G )/Mπ(z) =
∏

(0)⊆ξ⊆π

∑

ρ

z|ρ| (L(w)/sρ[sξ] )× (G/sρ[sπ/ξ] )

=
∏

(0)⊆ξ⊆π

∑

ρ

z|ρ|
∑

m≥0

(−w)m s(1m−kr) δξ,(1k)
(

δρ,(r) χ(k even) + δρ,(1r) χ(k odd)
)

× (G/sρ[sπ/ξ])

=
∏

(0)⊆(1k)⊆π

∑

r≥0

zr
∑

n≥0

(−w)n+kr s(1n) ×G
/ (

s(r)[sπ/(1k)]χ(k even) + s(1r)[sπ/(1k)]χ(k odd)
)

=
∑

n≥0

(−w)n s(n) ×G
/

∏

(0)⊆(12k)⊆π

∑

r≥0

(zw2k)r s(r)[sπ/(12k)]
∏

(0)⊆(12k+1)⊆π

∑

r≥0

(−zw2k+1)r s(1r)[sπ/(12k+1)])

= L(w)×G
/

∏

k≥0

Mπ/(12k)(zw
2k)

∏

k≥0

Lπ/(12k+1)(zw
2k+1) . (A–11)

and

(L(w)×G )/Lπ(z) =
∏

(0)⊆ξ⊆π

∑

ρ

(−z)|ρ| (L(w)/sρ[sξ] )× (G/sρ′ [sπ/ξ] )

=
∏

(0)⊆ξ⊆π

∑

ρ

(−z)|ρ|
∑

m≥0

(−w)m s(1m−kr) δξ,(1k)
(

δρ,(r) χ(k even) + δρ,(1r) χ(k odd)
)

× (G/sρ′ [sπ/ξ])

=
∏

(0)⊆(1k)⊆π

∑

r≥0

(−z)r
∑

n≥0

(−w)n+kr s(1n) ×G
/ (

s(1r)[sπ/(1k)]χ(k even) + s(r)[sπ/(1k)]χ(k odd)
)

=
∑

n≥0

(−w)n s(n) ×G
/

∏

(0)⊆(12k)⊆π

∑

r≥0

(−zw2k)r s(1r)[sπ/(12k)])
∏

(0)⊆(12k+1)⊆π

∑

r≥0

(−zw2k+1)r s(r)[sπ/(12k+1)])

= L(w)×G
/

∏

k≥0

Lπ/(12k)(zw
2k)
∏

k≥0

Mπ/(12k+1)(zw
2k+1) . (A–12)

where χ is the truth function so that χ(k even) = 1 if k is even and = 0 if k is odd, while χ(k odd) = 1
if k is odd and = 0 if k is even.

To complete the proof we simply re-write the above skew coproduct relations as operator statements
without explicit reference to the arbitrary G series. �

B Reordering zero mode modifiers

As mentioned in the text, to the respective vertex operators Vπ(z), V
∗
π (z) are appended the contributions

from zero modes, which are associated with the canonically conjugate operators α0 and q. For clarity
we give here suitable ordered forms showing which additional z, w-dependent factors are needed to go
from the anticommutation relations for Vπ , V

∗
π to the free fermion anticommutation relations satisfied

by the full vertex operators Xπ, X∗π .

Lemma 4

Vπ(z)Vπ(w) : eiqzα0eiqwα0 = (1/zw2) (zw)α0 e2iq ; (B–1)

V ∗
π (z)V

∗
π (w) : z−α0e−iqw−α0e−iq = (1/w) (zw)−α0 e−2iq ; (B–2)

Vπ(z)V
∗
π (w) : eiqzα0w−α0e−iq = (w/z) (z/w)α0 ; (B–3)

V ∗
π (w)V (z)π : w−α0e−iqeiqzα0 = (z/w)α0 . (B–4)
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Proof: For all z it should be noted that thanks to (24) we have

eiq zα0 = eiq e(lnz)α0 = e(ln z)α0e−(ln z)α0eiq e(ln z)α0

= zα0 eiq+[iq,(ln z)α0]+··· = zα0 eiq+i(ln z)[q,α0]+···

= zα0 eiq−(ln z) = (1/z) zα0 eiq , (B–5)

since [q, α0] = i. Similarly,
e−iq z−α0 = (1/z) z−α0 e−iq (B–6)

These reordering relations are sufficient to establish very easily the validity of (B–1)-(B–4). �

C Products of vertex operators and their duals

In order to prove Theorem 2 it is necessary to make use of the following vertex operator reordering
lemma:

Lemma 5 Let Z = (z1, z2, . . . , zm), then for all partitions π and suppressing the dependence on X =
(x1, x2, . . .) we have

Vπ(z1)Vπ(z2) · · ·Vπ(zm) =
∏

1≤i<j≤m

(1− zizj)

m
∏

ℓ=1

M(zℓ)L
⊥(zℓ)

·
∏

i1,i2,...,im≥0

(i1,i2,...,im) 6=(0,0,...,0)

L⊥
π/((i1)(i2)···(im))(z

i1
1 zi22 · · · zimm ) ; (C–1)

V ∗
π (z1)V

∗
π (z2) · · ·V

∗
π (zm) =

∏

1≤i<j≤m

(1− zizj)

m
∏

ℓ=1

L(zℓ)M
⊥(zℓ)

·
∏

i1,i2,...,im≥0

i1+i2+···+imodd

M⊥
π/((1i1)(1i2 )···(1im ))(z

i1
1 zi22 · · · zimm )

·
∏

i1,i2,...,im≥0

i1+i2+···+imeven
(i1,i2,...,im) 6=(0,0,...,0)

L⊥
π/((1i1)(1i2 )···(1im ))(z

i1
1 zi22 · · · zimm ) . (C–2)

Proof: We proceed by induction with respect to m. The case m = 1 is covered by the definitions (17)
and (18), while the case m = 2 was proved in the first two parts of the proof of Theorem 1 through the
derivation of the results (25)-(26) and (27)-(28).

By hypothesis, let the results be true for Z ′ = (z1, z2, . . . , zm−1) and consider the case Z =
(z1, z2, . . . , zm). In the case of (C–1) this gives

Vπ(z1)Vπ(z2) · · ·Vπ(zm)

=
∏

1≤i<j≤m−1

(1− zizj)
m−1
∏

ℓ=1

M(zℓ)L
⊥(zℓ)

∏

i1,i2,...,im−1≥0

(i1,i2,...,im−1) 6=(0,0,...,0)

L⊥
π/((i1)(i2)···(im−1))

(zi11 zi22 · · · z
im−1

m−1 )

· M(zm)L⊥(zm)
∏

im>0

L⊥
π/(im)(z

im
m ) (C–3)

, .
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However
L⊥(zℓ)M(zm) = M(zm)L⊥(zℓ)L

⊥
(0)(zℓzm) = (1− zℓzm)M(zm)L⊥(zℓ) ,

and

L⊥
π/((i1)(i2)···(im−1))

(zi11 zi22 · · · z
im−1

m−1 )M(zm) = M(zm)
∏

im≥0

L⊥
π/((i1)(i2)···(im))(z

i1
1 zi22 · · · zimm )

It follows that

Vπ(z1)Vπ(z2) · · ·Vπ(zm) =
∏

0≤i<j≤m

(1− zizj)

m
∏

ℓ=0

M(zℓ)L
⊥(zℓ)

·
∏

i1,i2,...,im≥0

(i1,i2,...,im−1) 6=(0,0,...,0)

L⊥
π/((i1)(i2)···(im))(z

i1
1 zi22 · · · zimm )

∏

im>0

L⊥
π/(im)(z

im
m ) .

This is precisely the required (C–1), thereby completing the induction argument.
The argument in the case of (C–2) is more intricate, but again by the induction hypothesis one

assumes the validity of the result involving Z ′ = (z1, z2, . . . , zm−1) and then multiplies by an additional
factor V ∗

π (zm). This gives

V ∗
π (z1)V

∗
π (z2) · · ·V

∗
π (zm) =

∏

1≤i<j≤m−1

(1− zizj)

m−1
∏

ℓ=1

L(zℓ)M
⊥(zℓ)

·
∏

i1,i2,...,im−1≥0

i1+i2+···+im−1odd

M⊥
π/((1i1)(1i2 )···(1im−1 ))

(zi11 zi22 · · · z
im−1

m−1 )

·
∏

i1,i2,...,im−1≥0

i1+i2+···+im−1even

(i1,i2,...,im−1) 6=(0,0,...,0)

L⊥
π/((1i1)(1i2 )···(1im−1 ))

(zi11 zi22 · · · z
im−1

m−1 )

· L(zm)M⊥(zm)
∏

im≥0;imodd

M⊥
π/(1im )(z

im
m )

∏

im≥0;imeven;im 6=0

L⊥
π/(1im )(z

im
m ) .

This time we have

M⊥(zℓ)L(zm) = L(zm)M⊥(zℓ)L
⊥
(0)(zℓzm) = (1− zℓzm)L(zm)M⊥(zℓ) ,

while

M⊥
π/((1i1)(1i2 )···(1im−1))

(zi11 zi22 · · · z
im−1

m−1 ) L(zm)

= L(zm)
∏

im≥0;imeven

M⊥
π/((1i1)(1i2 )···(1im ))(z

i1
1 zi22 · · · zimm )

∏

im≥0;imodd

L⊥
π/((1i1)(1i2 )···(1im ))(z

i1
1 zi22 · · · zimm ) , (C–4)

and

L⊥
π/((1i1)(1i2 )···(1im−1))

(zi11 zi22 · · · z
im−1

m−1 ) L(zm)

= L(zm)
∏

im≥0;imeven

L⊥
π/((1i1)(1i2 )···(1im ))(z

i1
1 zi22 · · · zimm )

∏

im≥0;imodd

M⊥
π/((1i1)(1i2 )···(1im ))(z

i1
1 zi22 · · · zimm ) . (C–5)
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Hence

V ∗
π (z1)V

∗
π (z2) · · ·V

∗
π (zm) =

∏

1≤i<j≤m

(1 − zizj)

m
∏

ℓ=1

L(zℓ)M
⊥(zℓ)

·
∏

i1,i2,...,im≥0

i1+i2+···+im−1odd,imeven

M⊥
π/((1i1)(1i2 )···(1im−1))

(zi11 zi22 · · · zimm )

·
∏

i1,i2,...,im≥0

i1+i2+···+im−1odd,imodd

L⊥
π/((1i1)(1i2 )···(1im ))(z

i1
1 zi22 · · · zimm )

·
∏

i1,i2,...,im≥0

i1+i2+···+im−1even,imeven

(i1,i2,...,im−1) 6=(0,0,...,0)

L⊥
π/((1i1)(1i2 )···(1im ))(z

i1
1 zi22 · · · zimm )

·
∏

i1,i2,...,im≥0

i1+i2+···+im−1even,imodd

(i1,i2,...,im−1) 6=(0,0,...,0)

M⊥
π/((1i1)(1i2 )···(1im ))(z

i1
1 zi22 · · · zimm )

·
∏

im≥0;imodd

M⊥
π/(1im )(z

im
m )

∏

im≥0;imeven;im 6=0

L⊥
π/(1im )(z

im
m ) .

As before this is precisely the required (C–2), thereby completing the induction argument. �
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