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ON RESIDUALS OF FINITE GROUPS

STEFANOS AIVAZIDIS† AND THOMAS MÜLLER∗

Abstract. A theorem of Dolfi, Herzog, Kaplan, and Lev [DHKL07, Thm. C] asserts that in a finite group with trivial Fitting subgroup, the size of the soluble residual of the group is bounded from below by a certain power of the group order, and that the inequality is sharp. Inspired by this result and some of the arguments in [DHKL07], we establish the following generalisation: if \( X \) is a subgroup-closed Fitting formation of full characteristic which does not contain all finite groups and \( \mathcal{X} \) is the extension-closure of \( X \), then there exists an (optimal) constant \( \gamma \) depending only on \( X \) such that, for all non-trivial finite groups \( G \) with trivial \( X \)-radical,

\[
\left| G^{\mathcal{X}} \right| > |G|^\gamma,
\]

where \( G^{\mathcal{X}} \) is the \( \mathcal{X} \)-residual of \( G \). When \( \mathcal{X} = \mathcal{N} \), the class of finite nilpotent groups, it follows that \( \mathcal{X} = \mathcal{S} \), the class of finite soluble groups, thus we recover the original theorem of Dolfi, Herzog, Kaplan, and Lev. In the last section of our paper, building on J.G. Thompson’s classification of minimal simple groups, we exhibit a family of subgroup-closed Fitting formations \( \mathcal{X} \) of full characteristic such that \( \mathcal{S} \subset \mathcal{X} \subset \mathcal{E} \), thus providing applications of our main result beyond the reach of [DHKL07, Thm. C].

1. Introduction

In an important paper, dedicated to Avinoam Mann on the occasion of his retirement, Dolfi, Herzog, Kaplan, and Lev prove the following remarkable result.

**Theorem 1.1 ([DHKL07, Thm. C]).** Let \( G \) be a non-trivial finite group such that \( F(G) = 1 \). Then we have

\[
\left| G^{\mathcal{S}} \right| > |G|^\gamma,
\]

where

\[
\gamma = \log(60)/\log(120(24)^{1/3}) \approx 0.700265861
\]

is largest possible for (1.1) to hold.

Here, \( \mathcal{S} \) denotes the class all finite soluble groups, \( F(G) \) is the Fitting subgroup of the finite group \( G \), and \( G^{\mathcal{S}} \) is the soluble residual of \( G \). The principal aim of the present paper is to clarify the (rather involved) background of Theorem 1.1, which relies on a delicate interplay between residuals and radicals, and to use this analysis for the purpose of establishing a substantial generalisation; see Theorem 6.7 in Section 6.

It is a well-known fact that, for a finite soluble group \( G \), the Fitting subgroup \( F(G) \) controls triviality respectively non-triviality of \( G \). As a closer analysis reveals, it is that property which makes the Fitting condition in Theorem 1.1 natural and necessary. This observation indicates that our starting point for generalising Theorem 1.1 should be the
construction of a suitable extension $\overline{X}$ of a given normal-product-closed class of finite groups $X$, which is controlled by $X$ in the sense that

$$G \in \overline{X} \text{ and } G_{\overline{X}} = 1 \text{ implies } G = 1$$

(here, $G_{\overline{X}}$ denotes the $\overline{X}$-radical of the group $G$). It turns out that the natural candidate for $\overline{X}$ is the class of all poly-$X$ groups, and Section 5 takes a closer look at this construction of an “extension-closure” of a class of groups.

In Sections 6 and 7 we prove our main result, Theorem 6.7. Sections 2–4 provide some useful general observations on residuals of finite groups, and their radicals, as well as recalling certain facts concerning the interdependence of closure properties of group classes. We include this material partly for the benefit of the reader, to make the paper more readable and self-contained, but also since most of the results mentioned in these three sections play a role in the proof of Theorem 6.7. Our final Section 8 discusses a class of applications of our main result, which are beyond the reach of Theorem 1.1.

2. Residuals: some preliminaries

By a class of groups $X$ we shall mean a class $X$ in the set-theoretic sense, whose members are finite groups, which contains the trivial group 1, and is closed under isomorphism: if $G \in X$ and $H \cong G$, then $H \in X$. Let $\mathfrak{A}$, $\mathfrak{N}$, $\mathfrak{S}$, and $\mathfrak{E}$ denote, respectively, the class of finite abelian, finite nilpotent, finite soluble, and all finite groups. Also, as usual, we denote by $Z(G)$, $\Phi(G)$, and $F(G)$, respectively, the centre, Frattini subgroup, and Fitting subgroup of the finite group $G$. We note that if $X$ is a class of groups, $G$ a finite group, and $\alpha$ an automorphism of $G$, then $\alpha$ sends an $X$-subgroup of $G$ to an $X$-subgroup, and a normal $X$-subgroup of $G$ to a normal $X$-subgroup, since $X$ is closed under isomorphisms.

A class of groups $X$ is called residually-closed, or $R_0$-closed for short, if it satisfies

$$G \in \mathfrak{E} \text{ and } N_1, N_2 \trianglelefteq G \text{ with } G/N_i \in X \text{ for } i = 1, 2 \text{ implies } G/(N_1 \cap N_2) \in X.$$

Just as $R_0$-closure is associated with formations, so $N_0$-closure, its dual, is associated with Fitting classes. A class of groups $X$ is called residually-closed, or $R_0$-closed for short, if it satisfies

$$G \in \mathfrak{E} \text{ and } N_1, N_2 \trianglelefteq G \text{ with } N_i \in X \text{ for } i = 1, 2 \text{ and } G = \langle N_1, N_2 \rangle \text{ implies } G \in X.$$

**Definition 2.1.** Given a residually-closed class of groups $X$ and a finite group $G$, we define the $X$-residual $G^X$ of $G$ to be the smallest normal subgroup $N$ of $G$ such that $G/N \in X$.

**Lemma 2.2.** Let $X$ and $Y$ be residually-closed classes of groups, and let $G$ be a finite group.

(i) The $X$-residual $G^X$ of $G$ exists, is a characteristic subgroup of $G$, and is unique. Moreover, if $X$ is also image-closed (that is, a formation), then

$$(G/N)^X = G^X N/N$$

for each normal subgroup $N \trianglelefteq G$.

(ii) We have $G^X = 1$ if, and only if, $G \in X$.

(iii) If $X \subseteq Y$, then $G^Y \leq G^X$. 


Proof. (i) See [DH92, II, Lem. 2.4].
(ii) If $G^X = 1$, then $G \cong G/G^X \in \mathcal{X}$, so $G \in \mathcal{X}$. Conversely, if $G \in \mathcal{X}$, then the normal subgroup $N = 1 \trianglelefteq G$ is such that $G/N \cong G \in \mathcal{X}$, thus $G/N \in \mathcal{X}$ and $G^X \leq 1$, implying $G^X = 1$.
(iii) If $N \trianglelefteq G$ is such that $G/N \in \mathcal{X}$, then $G/N \in \mathcal{Y}$ by hypothesis, thus $G^{\mathcal{Y}} \leq N$. Taking $N = G^X$, we find that $G^{\mathcal{Y}} \leq G^X$, as desired. □

Concerning the abelian residuals of finite groups, the following was shown by Halasi and Podoski, and independently by Herzog, Kaplan, and Lev; cf. [HP08, Thm. 1.1] and [HKL08, Thm. A].

**Proposition 2.3.** Let $G$ be a finite group such that $\Phi(G) = 1$. Then we have
\[
|G'| \geq \sqrt{(G : Z(G))},
\]
with equality occurring in (2.1) if, and only if, $G$ is abelian.

Moreover, building on the work in [HKL04] and [HKL08], Guo and Gong have shown the following concerning the size of nilpotent residuals of finite groups; cf. [GG12, Thm. 0.4].

**Proposition 2.4.** Let $G$ be a finite group such that $\Phi(G) = 1$. Then the inequality
\[
|G' \cdot G^{\mathcal{X}}| \geq (G : Z(G))
\]
holds true, with equality occurring in (2.2) if, and only if, $G$ is abelian.

We observe that Propositions 2.3 and 2.4 admit of a rather elegant common generalisation as follows.

**Proposition 2.5.** Let $\mathcal{X}$ be a residually-closed class of groups such that $\mathfrak{A} \subseteq \mathcal{X} \subseteq \mathfrak{N}$, and let $G$ be a finite group with $\Phi(G) = 1$. Then we have
\[
(G : Z(G)) \leq |G'| \cdot |G^X|,
\]
with equality occurring in (2.3) if, and only if, $G$ is abelian.

**Proof.** This follows from Proposition 2.4 in conjunction with Lemma 2.2 (iii). □

3. **Radicals of finite groups**

As the proof of our main result, Theorem 6.7, involves a delicate interplay between radical and residual theory, we shall use this section to briefly summarise what little can be said in general about radicals of finite groups.

**Definition 3.1.** We say that a class of groups $\mathcal{X}$ is **normal-product-closed**, if, for each finite group $G$, and any two normal subgroups $N_1, N_2 \trianglelefteq G$ with $N_1, N_2 \in \mathcal{X}$, we have $N_1N_2 \in \mathcal{X}$.

**Remark 3.2.** By [DH92, II, Prop. 2.11(b)], a class is normal-product-closed if, and only if, it is $N_0$-closed.
Lemma 3.3. Let \( \mathcal{X} \) be a normal-product-closed class of groups.

(i) For each finite group \( G \), there exists a unique normal \( \mathcal{X} \)-subgroup \( G_\mathcal{X} \) of \( G \), which is largest in the sense that it contains every normal \( \mathcal{X} \)-subgroup of \( G \). It is called the \( \mathcal{X} \)-radical of \( G \), and is a characteristic subgroup of \( G \).

(ii) If \( G \) is a finite group, then we have \( G_\mathcal{X} = G \) if, and only if, \( G \in \mathcal{X} \).

(iii) Let \( G \) be a finite group, and let \( H \) be a subnormal \( \mathcal{X} \)-subgroup of \( G \). Then \( H \leq G_\mathcal{X} \).

(iv) Let \( \mathcal{Y} \) be a normal-product-closed class of groups such that \( \mathcal{X} \subseteq \mathcal{Y} \). Then, for each finite group \( G \), we have \( G_\mathcal{X} \leq G_\mathcal{Y} \).

Proof. (i) See [DH92, II, Lem. 2.9], noting that by [DH92, II, Prop. 2.11(b)] a class is normal-product-closed if, and only if, it is \( N_0 \)-closed.

(ii) This is trivial.

(iii) We argue by induction on \( |G| \). If \( G = 1 \), then \( H = G_\mathcal{X} = G \). Suppose now that our claim holds for all groups with \( |G| < m \) for some integer \( m \geq 2 \), and consider a group \( G \) with \( |G| = m \). If \( H = G \), then \( G \in \mathcal{X} \), so \( H = G = G_\mathcal{X} \). We may therefore assume that \( H < G \). Let \( M \) be the penultimate term in a subnormal chain reaching from \( H \) to \( G \). Then \( H \) is subnormal in \( M \), \( M \) is normal in \( G \), and \( M < G \). The induction hypothesis applied to \( M \) shows that \( H \leq M_\mathcal{X} \). However, the radical \( M_\mathcal{X} \) is characteristic in \( M \), and \( M \) is normal in \( G \), thus \( M_\mathcal{X} \) is a normal \( \mathcal{X} \)-subgroup of \( G \). It follows that \( M_\mathcal{X} \leq G_\mathcal{X} \), so that \( H \leq G_\mathcal{X} \), as desired.

(iv) Let \( G \) be a finite group. By Part (i), the radicals \( G_\mathcal{X} \) and \( G_\mathcal{Y} \) exist. Moreover, since \( \mathcal{X} \subseteq \mathcal{Y} \), the radical \( G_\mathcal{X} \) is a normal \( \mathcal{Y} \)-subgroup of \( G \), hence \( G_\mathcal{X} \leq G_\mathcal{Y} \), as claimed. ■

4. Some interdependences between closure properties of group classes

Our next result summarises some interdependences between closure properties of group classes, which will be useful later on.

Lemma 4.1. Let \( \mathcal{X} \) be a class of groups.

(i) If \( \mathcal{X} \) is normal-product-closed, then \( \mathcal{X} \) is closed under taking direct products.

(ii) If \( \mathcal{X} \) is subgroup-closed, as well as closed under taking direct products, then \( \mathcal{X} \) is residually-closed.

(iii) If \( \mathcal{X} \) is image-closed as well as extension-closed, then \( \mathcal{X} \) is normal-product-closed.

(iv) Suppose that \( \mathcal{X} \) is image-closed, as well as normal-product-closed, let \( G \) be a finite group, and let \( N \) be a normal subgroup of \( G \). Then we have

\[
G_\mathcal{X}N/N \leq (G/N)_\mathcal{X}. \tag{4.1}
\]

If \( N \in \mathcal{X} \), and \( \mathcal{X} \) is image-closed as well as extension-closed, then (4.1) holds with equality.

(v) Suppose that \( \mathcal{X} \) is both normal-product-closed as well as extension-closed, and let \( G \) be an arbitrary finite group. Then \( (G/G_\mathcal{X})_\mathcal{X} = 1 \).
Proof. (i) Let \( G_1, G_2 \in \mathcal{X} \), and set \( H := G_1 \times G_2 \), the (external) direct product of \( G_1 \) and \( G_2 \). Then \( H \) is a finite group and \( \tilde{G}_1 := \{(x,1) : x \in G_1\}, \tilde{G}_2 := \{(1,y) : y \in G_2\} \) are normal subgroups of \( H \). Moreover, we have \( \tilde{G}_i \cong G_i \) for \( i = 1, 2 \), thus \( \tilde{G}_i \in \mathcal{X} \), by assumption, and \( \tilde{G}_1 \tilde{G}_2 = H \). Since \( \mathcal{X} \) is normal-product-closed by hypothesis, it follows that \( H \in \mathcal{X} \), as claimed.

(ii) See [DH92, II, Lem. 1.18].

(iii) Let \( G \) be an arbitrary finite group, and let \( N_1, N_2 \trianglelefteq G \) be such that \( N_1, N_2 \in \mathcal{X} \). Then the normal product \( N_1N_2 \) in \( G \) is an extension of, say, \( N_1 \in \mathcal{X} \) by

\[
N_1N_2/N_1 \cong N_2/(N_1 \cap N_2) \in \mathcal{X},
\]

since \( N_2 \in \mathcal{X} \), and \( \mathcal{X} \) is image-closed. It follows that \( N_1N_2 \in \mathcal{X} \), since \( \mathcal{X} \) is assumed to be extension-closed. Hence, \( \mathcal{X} \) is normal-product-closed, as claimed.

(iv) Since \( N \trianglelefteq G_\mathcal{X}N \trianglelefteq G \), \( G_\mathcal{X}N/N \) is a normal subgroup of \( G/N \), and we have

\[
G_\mathcal{X}N/N \cong G_\mathcal{X}/(G_\mathcal{X} \cap N) \in \mathcal{X},
\]

since \( G_\mathcal{X} \in \mathcal{X} \) by definition, and \( \mathcal{X} \) is image-closed by hypothesis. The desired inclusion, \( G_\mathcal{X}N/N \trianglelefteq (G/N)_\mathcal{X} \), follows now from the definition of the \( \mathcal{X} \)-radical.

Now, suppose that \( N \in \mathcal{X} \), and that \( \mathcal{X} \) is image-closed, as well as extension-closed. Then (4.1) holds by what we have just proven plus Part (iii) of our lemma. Let \( H/N \) be a normal subgroup of \( G/N \) with \( H/N \in \mathcal{X} \). Then \( N \trianglelefteq H \trianglelefteq G \), so that \( H \) is an extension of \( N \in \mathcal{X} \) by \( H/N \in \mathcal{X} \). Since \( \mathcal{X} \) is extension-closed by assumption, we have \( H \in \mathcal{X} \), thus \( H \trianglelefteq G_\mathcal{X} \) by definition of the \( \mathcal{X} \)-radical, implying \( H/N \trianglelefteq G_\mathcal{X}N/N \). Taking \( H/N = (G/N)_\mathcal{X} \), it follows that \( G_\mathcal{X}N/N = (G/N)_\mathcal{X} \), as claimed.

(v) Let \( H = H_1/G_\mathcal{X} \) be an arbitrary normal \( \mathcal{X} \)-subgroup of \( G/G_\mathcal{X} \), where \( G_\mathcal{X} \trianglelefteq H_1 \trianglelefteq G \). Then \( H_1 \) is an extension of the \( \mathcal{X} \)-subgroup \( G_\mathcal{X} \trianglelefteq H_1 \) by the \( \mathcal{X} \)-group \( H \); thus \( H_1 \) is a normal \( \mathcal{X} \)-subgroup of \( G \), since \( \mathcal{X} \) is assumed to be extension-closed. It follows that \( G_\mathcal{X} \trianglelefteq H_1 \trianglelefteq G_\mathcal{X} \), so \( H_1 = G_\mathcal{X} \) and thus \( H = 1 \), implying \( (G/G_\mathcal{X})_\mathcal{X} = 1 \) as desired, since \( H \) was arbitrary.

\[\blacksquare\]

5. Extension-closure of a class of groups

Let \( \mathcal{X} \) be a class of (finite or infinite) groups. We define a class of groups \( \overline{\mathcal{X}} \) via

\[
G \in \overline{\mathcal{X}} : \iff \text{there exists a finite subnormal series } 1 = G_0 \trianglelefteq G_1 \trianglelefteq \cdots \trianglelefteq G_r = G \text{ such that } G_i/G_{i-1} \in \mathcal{X} \text{ for } 1 \leq i \leq r. \quad (5.1)
\]

Remark 5.1. If we interpret the class \( \mathcal{X} \) as a group property, then the elements of \( \overline{\mathcal{X}} \) are precisely the poly-\( \mathcal{X} \) groups.

Lemma 5.2. The class map \( - \) sending \( \mathcal{X} \) to \( \overline{\mathcal{X}} \) is a closure operation in the sense of [DH92, II, Def. (1.4) (a)].

Proof. (1) Let \( \mathcal{X} \) be a class of groups, and let \( G \in \mathcal{X} \). We have a subnormal series

\[
1 = G_0 \trianglelefteq G_1 = G,
\]

where \( G_1/G_0 \cong G \in \mathcal{X} \). Thus, \( G \in \overline{\mathcal{X}} \), showing that the map \( - \) is expanding.
(2) Let $G \in \overline{X}$. Then there exists a finite subnormal series

$$1 = G_0 \trianglelefteq G_1 \trianglelefteq \cdots \trianglelefteq G_r = G,$$

where $G_i/G_{i-1} \in \overline{X}$ for $1 \leq i \leq r$. Moreover, by definition of $\overline{X}$, we have subnormal series

$$1 = G_0^{(i)} \trianglelefteq G_1^{(i)} \trianglelefteq \cdots \trianglelefteq G_{s_i}^{(i)} = G_i/G_{i-1}, \quad 1 \leq i \leq r,$$

such that $G_i^{(i)}/G_{j_i}^{(i)} \in X$ for $1 \leq j_i \leq s_i$. Lifting (5.3), we obtain, for each $i$, a corresponding series

$$G_{i-1} = H_0^{(i)} \trianglelefteq H_1^{(i)} \trianglelefteq \cdots \trianglelefteq H_{s_i}^{(i)} = G_i,$$

where $H_{j_i}^{(i)}/G_{j_i-1}^{(i)} = G_{j_i}^{(i)}$. Also, we have

$$H_{j_i}^{(i)}/H_{j_i-1}^{(i)} \cong (H_{j_i}^{(i)}/G_{i-1})/(H_{j_i-1}^{(i)}/G_{i-1}) = G_{j_i}^{(i)}/G_{j_i-1}^{(i)} \in X$$

by construction. Interpolating the series (5.4) in (5.2), we obtain a subnormal series reaching from the trivial group to the group $G$, whose quotients are all in $X$. This shows that $\overline{X} \subseteq \overline{X}$, while the reverse inclusion holds by the first part of the proof. Hence, the class map $-\pi$ is idempotent.

(3) Let $X_1$ and $X_2$ be classes of groups such that $X_1 \subseteq X_2$, and let $G \in X_1$. Then there exists a subnormal series

$$1 = G_0 \trianglelefteq G_1 \trianglelefteq \cdots \trianglelefteq G_r = G,$$

where $G_i/G_{i-1} \in X_1$ for $1 \leq i \leq r$. Since $X_1 \subseteq X_2$, we also have $G_i/G_{i-1} \in X_2$ for $1 \leq i \leq r$, so that $G \in \overline{X}_2$. Hence $\overline{X}_1 \subseteq \overline{X}_2$, showing that the map $-\pi$ is monotone as well.

Definition 5.3. Given a class of groups $X$, the class $\overline{X}$ defined in (5.1) is called the extension-closure (e-closure for short) of $X$.

Our next result collects together a number of properties of the extension closure $\overline{X}$ of a class of groups $X$, most of which will be crucial in what follows.

Proposition 5.4. Let $X$ be a class of groups, and let $\overline{X}$ be its e-closure.

(i) If the members of $X$ are all finite groups, then the same holds true for $\overline{X}$.

(ii) If the members of $X$ all satisfy the maximum condition for subgroups, then the same holds for the members of $\overline{X}$.

(iii) $\overline{X}$ is closed under taking extensions.

(iv) If $X$ is normal-product-closed, then $G \in \overline{X} \cap E$ and $G \pi = 1$ implies $G = 1$.

(v) Let $X$ be normal-product-closed, and suppose that $X$ consists solely of finite groups. Moreover, suppose that there exists a finite group $G$ such that $G \neq 1$ and $G \pi = 1$. Then $\overline{X} \subseteq E$.

(vi) If $X$ is image-closed, then so is $\overline{X}$.

(vii) If $X$ is subgroup-closed, then so is $\overline{X}$.

(viii) If $X$ is image-closed and subgroup-closed, then $\overline{X}$ is normal-product-closed as well as residually-closed.
(ix) Suppose that $\mathcal{X}$ is image-closed and normal-product-closed. Then, for $G \in \mathcal{E}$, we have

$$G \in \overline{\mathcal{X}} \iff \text{there exists a series } 1 = G_0 \trianglelefteq G_1 \trianglelefteq \cdots \trianglelefteq G_r = G, \text{ with each}
$$

subgroup $G_j$ characteristic in $G$, and $G_i/G_{i-1} \in \mathcal{X}$ for $1 \leq i \leq r$.

Proof. (i) Let $G \in \overline{\mathcal{X}}$, and let $1 = G_0 \trianglelefteq G_1 \trianglelefteq \cdots \trianglelefteq G_r = G$ be a subnormal series for $G$ with $G_i/G_{i-1} \in \mathcal{X}$ for $1 \leq i \leq r$. If $G_0, G_1, \ldots, G_{i-1}$ are finite for some $i$ with $1 \leq i < r$, then $G_i$ is an extension of the finite group $G_{i-1}$ by the group $G_i/G_{i-1}$, which is in $\mathcal{X}$ and thus finite, hence $G_i$ is finite as well. Since $G_0$ is finite, it follows that $G = G_r$ is finite, as claimed.

(ii) This follows from Proposition 1 in [Seg83, Chap. 1] by an immediate induction on the length of a subnormal $\mathcal{X}$-series.

(iii) Let $N, Q \in \overline{\mathcal{X}}$, and let $G$ be an arbitrary extension of $N$ by $Q$; that is, $N \trianglelefteq G$ and $G/N = Q$. We want to show that $G \in \overline{\mathcal{X}}$. By definition of $\overline{\mathcal{X}}$, we have subnormal series

$$1 = N_0 \trianglelefteq N_1 \trianglelefteq \cdots \trianglelefteq N_r = N$$

and

$$1 = Q_0 \trianglelefteq Q_1 \trianglelefteq \cdots \trianglelefteq Q_s = Q,$$

where $N_i/N_{i-1} \in \mathcal{X}$ and $Q_j/Q_{j-1} \in \mathcal{X}$ for $1 \leq i \leq r$ and $1 \leq j \leq s$. For each index $j$, let $H_j$ be such that $N \trianglelefteq H_j \trianglelefteq G$ and $H_j/N = Q_j$. In this way, we obtain a subnormal series

$$N = H_0 \trianglelefteq H_1 \trianglelefteq \cdots \trianglelefteq H_s = G,$$

such that

$$H_j/H_{j-1} \cong (H_j/N)/(H_{j-1}/N) = Q_j/Q_{j-1} \in \mathcal{X}, \quad 1 \leq j \leq s.$$ 

Combining the two series (5.5) and (5.6), we obtain a subnormal series reaching from the trivial group to $G$, and with all quotients in $\mathcal{X}$. Hence, $G \in \overline{\mathcal{X}}$, as required.

(iv) Let $G \in \overline{\mathcal{X}}$ be a finite group such that $G^\mathcal{X} = 1$, and let

$$1 = G_0 \trianglelefteq G_1 \trianglelefteq \cdots \trianglelefteq G_r = G$$

be a subnormal series for $G$ with $G_i/G_{i-1} \in \mathcal{X}$ for $1 \leq i \leq r$. Then each subgroup $G_i$ is subnormal in $G$, and if $G_{i-1} = 1$, then $G_i \cong G_i/G_{i-1} \in \mathcal{X}$, thus $G_i \leq G^\mathcal{X}$ by Part (iii) of Lemma 3.3. A trivial induction on $i$ now shows that $G_i = 1$ for all $i = 0, 1, \ldots, r$; in particular, $G = G_r = 1$, as claimed.

(v) Let $G$ be a non-trivial finite group such that $G^\mathcal{X} = 1$. If we had $G \in \overline{\mathcal{X}}$ then, by Part (iv), we would have $G = 1$, a contradiction. Hence, $G \notin \overline{\mathcal{X}}$ while, by Part (i), $\overline{\mathcal{X}} \subseteq \mathcal{E}$. Hence, $\overline{\mathcal{X}} \subseteq \mathcal{E}$, as claimed.

(vi) Suppose that $\mathcal{X}$ is image-closed, let $G \in \overline{\mathcal{X}}$, and let $N \trianglelefteq G$. We want to show that $G/N \in \overline{\mathcal{X}}$. Let

$$1 = G_0 \trianglelefteq G_1 \trianglelefteq \cdots \trianglelefteq G_r = G$$

be a subnormal series for $G$ such that $G_i/G_{i-1} \in \mathcal{X}$ for $1 \leq i \leq r$. Set

$$\overline{G}_j := G_jN/N, \quad 0 \leq j \leq r.$$
Then $\overline{G}_j \leq G/N, \overline{G}_0 = 1, \overline{G}_r = G/N,$ and $\overline{G}_{i-1} \leq \overline{G}_i$ for $1 \leq i \leq r.$ Only the last assertion may need some comment. Clearly, $\overline{G}_{i-1} \leq \overline{G}_i.$ Let $x \in G_{i-1}, x' \in G_i,$ and let $y, y' \in N.$ Then, since $N$ is normal in $G,$ there exists some $y'' \in N,$ such that
\[(xy)'y'' = (y')^{-1}(x')^{-1}xyx'y'' = (x')^{-1}xx'y'' \in G_{i-1}N,\]
since $G_{i-1} \leq G_i.$ It follows that $G_{i-1}N \leq G_iN,$ and so $\overline{G}_{i-1} \leq \overline{G}_i$ for $1 \leq i \leq r.$ Hence, we obtain a subnormal series
\[1 = \overline{G}_0 \leq \overline{G}_1 \leq \cdots \leq \overline{G}_r = G/N\]
for the quotient group $G/N.$ Also, for $1 \leq i \leq r,$
\[\overline{G}_i/\overline{G}_{i-1} = (G_iN/N)/(G_{i-1}N/N) \cong G_iN/G_{i-1}N = G_i \cdot G_{i-1}N/G_{i-1}N \cong G_i/(G_i \cap G_{i-1}N) \cong (G_i/\overline{G}_{i-1})/((G_i \cap G_{i-1}N)/\overline{G}_{i-1}) \in \mathfrak{X},\]
since $G_i/\overline{G}_{i-1} \in \mathfrak{X}$ and $\mathfrak{X}$ is image-closed by hypothesis. Hence, $G/N \in \mathfrak{X},$ as desired.

(vii) Suppose that $\mathfrak{X}$ is subgroup-closed, let $G \in \mathfrak{X},$ and let $U \leq G$ be an arbitrary subgroup. We want to show that $U \in \mathfrak{X}.$ Fix a subnormal series
\[1 = G_0 \leq G_1 \leq \cdots \leq G_r = G\]
with $G_i/\overline{G}_{i-1} \in \mathfrak{X}$ for $1 \leq i \leq r.$ Setting
\[U_j := G_j \cap U, \quad 0 \leq j \leq r,\]
we obtain a corresponding series
\[1 = U_0 \leq U_1 \leq \cdots \leq U_r = U\] (5.7)
for $U.$ Let $x \in U_{i-1}$ and $y \in U_i.$ Then $x^y \in G_{i-1}$ since $G_{i-1} \leq G_i,$ and $x^y \in U,$ since $x, y \in U.$ Thus, $x^y \in U_{i-1},$ so $U_{i-1} \leq U_i$ for $1 \leq i \leq r.$ Hence, (5.7) is a subnormal series for $U.$ Moreover, the quotient $U_i/U_{i-1}$ embeds homomorphically into $G_i/\overline{G}_{i-1}$ via the map sending $xU_{i-1}$ to $xG_{i-1}$ for $x \in U_i.$ Since $G_i/\overline{G}_{i-1} \in \mathfrak{X}$ and $\mathfrak{X}$ is subgroup-closed by hypothesis, we have $U_i/U_{i-1} \in \mathfrak{X}$ for $1 \leq i \leq r,$ implying that $U \in \mathfrak{X},$ as claimed.

(viii) This follows from Parts (iii), (vi), and (vii) of our proposition in conjunction with Parts (i)–(iii) of Lemma 4.1.

(ix) The backward implication is clear by definition of the class $\mathfrak{X},$ so we may focus on the forward implication. By our hypotheses on $\mathfrak{X}$ plus Parts (iv) and (vi) of our proposition, the class $\mathfrak{X}$ is image-closed, and satisfies the control property (1.2) for all finite groups $G.$ Let $G \in \mathfrak{X} \cap \mathfrak{E},$ and suppose that $G \neq 1$ (otherwise there is nothing to prove). Then $G_x \neq 1$ by (1.2), and we may set $G_0 := 1$ and $G_1 := G_x,$ so that $G_1/G_0 \cong G_x \in \mathfrak{X}$ and $G_1$ is characteristic in $G$ by Part (i) of Lemma 3.3. Suppose that we have already constructed subgroups $G_0, G_1, \ldots, G_{j-1},$ all characteristic in $G,$ such that $G_1 \leq \cdots \leq G_{j-1}$ and such that $G_i/\overline{G}_{j-1} \in \mathfrak{X}$ for $1 \leq i < j$ with some integer $j \geq 2.$ If $G_{j-1} = G,$ we are done. Otherwise, $G/G_{j-1} \neq 1,$ and $G/G_{j-1} \in \mathfrak{X} \cap \mathfrak{E},$ since $G \in \mathfrak{X} \cap \mathfrak{E}$ and $\mathfrak{X}$ is image-closed. By (1.2), we have $(G/G_{j-1})_x \neq 1,$ and we let $G_j$ be such that $G_{j-1} < G_j \leq G$ and $G_j/(G_j/\overline{G}_{j-1}) \in \mathfrak{X}.$ Moreover, since $(G/G_{j-1})_x$ is characteristic in $G/G_{j-1},$ again by Part (i) of Lemma 3.3, the subgroup $G_j$ is characteristic in $G.$ Continuing in this way, we find, after finitely many steps, a series $1 = G_0 \leq G_1 \leq \cdots \leq G_r = G$ for $G,$ such that $G_1, \ldots, G_{r-1}$ are characteristic in $G,$ and with $G_i/\overline{G}_{i-1} \in \mathfrak{X}$ for $1 \leq i \leq r.$ ■
Corollary 5.5. Let \( \mathcal{X} \) be a class of finite groups, which is image-closed, subgroup-closed, and normal-product-closed. Suppose further that there exists a finite group \( G \) with \( G \neq 1 \) and \( G \mathcal{X} = 1 \). Then \( \overline{\mathcal{X}} \) is image-closed, subgroup-closed, extension-closed, normal-product-closed, and residually-closed. Also, \( G \in \overline{\mathcal{X}} \) and \( G \mathcal{X} = 1 \) implies \( G = 1 \), and we have \( \overline{\mathcal{X}} \subset \mathcal{E} \).

6. The main result

We begin by recasting our hypotheses in the language of formations and Fitting classes.

**Lemma 6.1.** If \( \mathcal{X} \) is a class of finite groups, then the following assertions are equivalent:

(i) \( \mathcal{X} \) is subgroup-closed, image-closed, and normal-product-closed;

(ii) \( \mathcal{X} \) is a subgroup-closed Fitting formation.

**Proof.** Since \( \mathcal{X} \) is subgroup-closed and normal-product-closed, it is \( s_n \)-closed (subnormal-subgroup-closed), and also \( n_0 \)-closed by the backward implication in [DH92, II, Prop. 2.11 (b)]; cf. [DH92, II, (1.5)] for the closure operations mentioned here. Hence, \( \mathcal{X} \) is a Fitting class. Also, since normal-product-closure for a class of groups implies direct-product-closure (see Part (i) of Lemma 4.1), and direct-product-closure plus subgroup-closure implies \( r_0 \)-closure by [DH92, II, Lem. 1.18], \( \mathcal{X} \) is a formation, thus a subgroup-closed Fitting formation. Conversely, if \( \mathcal{X} \) is a subgroup-closed Fitting formation, then \( \mathcal{X} \) is obviously subgroup-closed and image-closed, and is normal-product-closed by the forward implication in [DH92, II, Prop. 2.11(b)].

**Definition 6.2.** Let \( \mathcal{X} \) be a class of groups. The **characteristic** of \( \mathcal{X} \) is defined as

\[
\text{char}(\mathcal{X}) := \{ p : p \in \mathbb{P} \text{ and } C_p \in \mathcal{X} \},
\]

where \( \mathbb{P} \) denotes the set of prime numbers, and we say that \( \mathcal{X} \) is of **full characteristic** if \( \mathbb{P} = \text{char}(\mathcal{X}) \).

Later, we shall need to assume that our class \( \mathcal{X} \) is not only a subgroup-closed Fitting formation, but also that \( \mathcal{A} \subset \mathcal{X} \). For that to hold, however, it suffices to assume that \( \mathcal{X} \) is of full characteristic, in which case we have the stronger result that \( \mathcal{A} \subset \mathcal{X} \).

**Lemma 6.3.** If \( \mathcal{X} \) is a subgroup-closed Fitting formation of full characteristic, then \( \mathcal{A} \subset \mathcal{X} \).

**Proof.** Let \( \mathcal{X} \) be a subgroup-closed Fitting formation of full characteristic, write \( \mathcal{X}_{\text{sol}} = \mathcal{X} \cap \mathcal{S} \), and note that \( \mathcal{X}_{\text{sol}} \) is also a subgroup-closed Fitting formation of full characteristic. Now, fix a prime \( p \). We have \( C_p \in \mathcal{X}_{\text{sol}} \), thus \( \mathcal{X}_{\text{sol}} \), which is closed under taking direct products, contains all elementary abelian \( p \)-groups. A theorem of Bryce and Cossey asserts that every subgroup-closed Fitting formation of soluble groups is saturated; cf. [DH92, XI, Thm. 1.1], or the original [BC72, Thm. 1]. It follows that \( P/\Phi(P) \in \mathcal{X}_{\text{sol}} \) for all \( p \)-groups \( P \). But \( \mathcal{X}_{\text{sol}} \) is saturated, so \( P \in \mathcal{X}_{\text{sol}} \), and hence \( \mathcal{X}_{\text{sol}} \) contains all \( p \)-groups. Since \( \mathcal{X}_{\text{sol}} \) is of full characteristic, this is true for all primes \( p \). The direct-product-closure of \( \mathcal{X}_{\text{sol}} \) now yields \( \mathcal{A} \subset \mathcal{X}_{\text{sol}} \subset \mathcal{X} \), as claimed. ■
6.1. Prolegomena to Theorem 6.7. Before we carry on with the proof of our main result, we need to briefly discuss [DM96, Thm. 5.8A]. This theorem states that if \( \mathcal{Y} \) (later, we will take \( \mathcal{Y} = \overline{\mathfrak{X}} \) with \( \mathfrak{X} \) a subgroup-closed Fitting formation) is a non-empty class of finite groups, which is image-closed and subgroup-closed, and does not contain every finite group, then there exists an absolute constant \( c > 1 \), which depends on \( \mathcal{Y} \) (we will write this as \( \beta_{\mathfrak{X}} \) in the proof of our main result below), such that for all \( n \geq 1 \):

\[
\text{if } G \leq S_n \text{ and } G \in \mathcal{Y}, \text{ then } |G| \leq c^n - 1
\]

(note in this context that \( \mathfrak{X} \subset \mathcal{E} \) implies \( \overline{\mathfrak{X}} \subset \mathcal{E} \) by Corollary 5.5 and Lemma 6.1).

In order to define this constant \( c \) (relative to the class \( \mathcal{Y} \)), one needs to define first an auxiliary constant \( c_0 \).

Since \( \mathcal{Y} \) does not contain every finite group, there exists a smallest positive integer \( m_0 \) such that \( A_{m_0} \notin \mathcal{Y} \), since every finite group can be embedded as a subgroup into some alternating group (\( G \leq A_{|G|+2} \)). Then \( c_0 \) is taken to be the minimal constant such that (\( \dagger \)) holds with \( c = c_0 \) for all natural numbers \( n \leq m_0 \). In fact, if \( \mathcal{Y} \) is further assumed to be extension-closed and of full characteristic, then we claim that

\[
c_0 = ((m_0 - 1)!)^{\frac{1}{m_0-2}}, \text{ where } m_0 \geq 5.
\]

First, we note that the sequence \((a_r)_{r \geq 1}\) given by

\[
a_r := \begin{cases} 
1, & r = 1, 2 \\
((r-1)!)^{1/(r-2)}, & r \geq 3
\end{cases}
\]

is weakly increasing for all \( r \), and satisfies \( a_r < a_{r+1} \) for all \( r \geq 2 \). Indeed, taking logarithms, this inequality is seen to be equivalent, for \( r \geq 3 \), to the assertion that \( (r-1)! < r^r - 2 \), the latter inequality being verified in this range by a trivial induction. Now, by the minimal choice of \( m_0 \) we have \( A_{m_0-1} \in \mathcal{Y} \), and since \( \mathcal{Y} \) is of full characteristic, we also have \( C_2 \in \mathcal{Y} \). Therefore, F-closure of \( \mathcal{Y} \) yields \( S_{m_0-1} = A_{m_0-1} \rtimes C_2 \in \mathcal{Y} \). From this we conclude that (\( \dagger \)) holds with \( c_0 = ((m_0 - 1)!)^{\frac{1}{m_0-2}} \) for all \( n < m_0 \), and it remains to examine the case \( n = m_0 \), where \( m_0 \geq 5 \) by a combination of Lemmas 4.1(iii), 6.1, and 6.3. Let \( G \) be a \( \mathcal{Y} \)-subgroup of \( S_{m_0} \), and note that \( G \leq S_{m_0} \), for if \( G = S_{m_0} \) then the subgroup-closure of \( \mathcal{Y} \) yields \( A_{m_0} \in \mathcal{Y} \), contradicting the definition of \( m_0 \).

Also, \( G \neq A_{m_0} \) since \( A_{m_0} \notin \mathcal{Y} \), and thus \( (S_{m_0} : G) \geq m_0 \) (with equality if and only if \( G \cong S_{m_0-1} \); cf. [Hup67, Chap. II, Satz 5.3(a)] noting that \( m_0 \geq 5 \), since \( \mathcal{R} \subset \mathfrak{X} \) by Lemma 6.3 and thus \( \mathcal{E} \subset \mathfrak{X} \)). Hence,

\[
|G| \leq (m_0 - 1)! < ((m_0 - 1)!)^{\frac{m_0-1}{m_0-2}} = c_0^{m_0-1},
\]

whence (6.1).

Since for our purposes will shall require \( \mathcal{Y} \) to be \( \mathcal{E} \)-closed and of full characteristic, we therefore define

\[
c_0 := ((m_0 - 1)!)^{\frac{1}{m_0-2}},
\]

where \( m_0 \geq 5 \) is the least positive integer such that \( A_{m_0} \notin \mathcal{Y} \). Next, choose the natural number \( n_0 \) minimal such that \( n_0 \geq m_0 \), and such that (\( \dagger \)) holds with \( c = c_0 \) whenever \( G \) is a \( \mathcal{Y} \)-group and \( n \geq n_0 \). The possibility for making this choice is argued in the proof of [DM96, Thm. 5.8A]; cf. [DM96, Thm. 5.6B].

Recent results of Maróti [Mar02] allow us to derive numerical estimates for the invariant \( n_0 \) in terms of \( m_0 \) alone. Maróti shows in particular that, if \( G \) is primitive of degree
\( n \geq 25, \) then \(|G| < 2^n\), and that if \( G \) is primitive with \( G \neq A_n, S_n \), then \(|G| < 3^n\) for all \( n \); cf. [Mar02, Cor. 1.2]. These results represent a substantial improvement over the Wielandt-Praeger-Saxl bound \(|G| \leq 4^n\) for \( G \neq S_n \) and all \( n \); see [PS80]. Combining these estimates with Part (vii) of Prop. 5.4, it is straightforward to obtain the following useful result.

**Lemma 6.4.** Let \( \mathcal{X} \) be a subgroup-closed class of finite groups, not containing all finite groups, and let \( m_0, c_0, \) and \( n_0 \) be as defined above.

(i) If \( m_0 = 6 \) and \( A_7 \not\in \mathcal{X} \), then \( 6 \leq n_0 \leq 13 \).

(ii) If \( 7 \leq m_0 \leq 24 \) and \( A_{m_0+1} \not\in \mathcal{X} \), then \( m_0 \leq n_0 \leq m_0 + 2 \).

(iii) If \( m_0 \geq 25 \), then we have \( n_0 = m_0 \).

Finally, choose \( c \) minimal such that \( c \geq c_0 \) and (†) holds for all \( n \leq n_0 \). The fact that there is a minimal choice for \( c \) can be seen by considering “=” in (†) instead of “≤” and taking \(|G|^{\frac{1}{m-1}}\) maximal. Explicitly, we have

\[
c = \max \left\{ |G|^{\frac{1}{m-1}} : \mathcal{Y} \ni G \leq S_n, \ 2 \leq n \leq n_0 \right\}.
\]

Note, here, that if \( G_0 \) is such that \( c = |G_0|^{\frac{1}{m-1}} \) for some \( m = m(G_0) \leq n \), then \( m \) is the minimal permutation representation degree of \( G_0 \). This is to say that \( G_0 \) cannot be embedded as a subgroup of any \( S_r \), for \( r < m \); otherwise, the maximality of \( c = |G_0|^{\frac{1}{m-1}} \) would be violated. The constant \( c \) thus produced is a function of \( \mathcal{Y}, m, c_0, \) and \( n_0 \) where the role of each variable is as we have explained. Let us then denote this dependence by

\[
c = c(\mathcal{Y}) = \beta_{\mathcal{Y}} = \beta(\mathcal{Y}, m, c_0, n_0). \tag*{1}
\]

**Remark 6.5.** The content of [DM96, Thm. 5.8A] is that (†) holds with \( c = \beta_{\mathcal{Y}} \) for all \( n \in \mathbb{N} \).

Finally, let us define one more constant \( \gamma = \gamma(\mathcal{Y}, \beta_{\mathcal{Y}}) \), with \( \mathcal{Y} \) a class of finite groups having the properties previously stated. Write \( \mathfrak{J}^* \) for the class of non-abelian finite simple groups, and set \( \gamma := \lambda \frac{1}{x+1}, \) with

\[
\lambda = \lambda_{\mathcal{Y}} := \min \left\{ \frac{\log |S|}{\log(\beta_{\mathcal{Y}} |\text{Out}(S)|)} : S \in \mathfrak{J}^* \setminus \mathcal{Y} \right\},
\]

so that

\[
\gamma = \gamma(\mathcal{Y}) = \frac{\log |S_0|}{\log (\beta_{\mathcal{Y}} |\text{Aut}(S_0)|)},
\]

where \( S_0 \in \mathfrak{J}^* \setminus \mathcal{Y} \) is such that the minimum value \( \lambda \) is attained.

**Definition 6.6.** Given an image-closed, subgroup-closed, and extension-closed class of finite groups \( \mathcal{Y} \) of full characteristic, which is non-empty and does not contain every finite group, we shall refer to the uniquely defined constants \( \beta_{\mathcal{Y}} \) and \( \gamma_{\mathcal{Y}} \) relative to \( \mathcal{Y} \) as \( \mathcal{Y} \)-induced.

We can now state and prove our main result.

\( ^1 \)Of course, the variables \( m, c_0, \) and \( n_0 \) all depend on \( \mathcal{Y} \).
Theorem 6.7. Let $X \subseteq \mathfrak{E}$ be a non-empty subgroup-closed Fitting formation of full characteristic, and let $\overline{X}$ be the $\mathfrak{E}$-closure of $X$. Then the inequality
\[ |G^X| > |G|^\gamma \] (6.2)
holds for all finite groups $G$ with $G \neq 1$ and $G^X = 1$, where $\gamma = \gamma_X$ and the implied constant $\beta = \beta_X$ are $\overline{X}$-induced. Moreover, the exponent $\gamma$ is best possible.

Proof. We use induction on $|G|$ to prove inequality (6.2), leaving the proof of optimality of the exponent $\gamma$ for the next section. As our main assertion is in the form of an implication, we may start the induction with $G = 1$, the hypothesis being false in that case. Let $G$ be a finite group such that $|G| = m > 1$ and $G^X = 1$, and suppose that our claim holds for all groups of order less than $m$. Let $N$ be a minimal normal subgroup of $G$, and set $$(G/N)_X = N_1/N$$ where $N \leq N_1 \leq G$. We now distinguish two cases.

Case 1. $N_1 < G$. By Part (v) of Lemma 4.1 applied to the class $\overline{X}$ and the group $G/N$, we have $$(G/N_1)_X = 1,$$ as $\overline{X}$ is both normal-product-closed and extension-closed. Since $$(G/N_1)_X \leq (G/N_1)_X$$ by Part (iv) of Lemma 3.3, we find that $(G/N_1)_X = 1$. By the case assumption, $G/N_1 > 1$ and, since $N_1 \geq N > 1$, we may apply the induction hypothesis to the group $G/N_1$, to obtain
\[ \left( G^X : G^X \cap N_1 \right) = \left| G^X N_1/N_1 \right| = \left| (G/N_1)_X \right| > |G/N_1|^\gamma, \] (6.3)
where we have used Part (i) of Lemma 2.2, applied to the class $\overline{X}$, the group $G$, and the normal subgroup $N_1$ of $G$, for the second equality. Furthermore, we have $$(N_1)_X \leq G^X = 1,$$ so that $(N_1)_X = 1$: indeed, from the fact that $(N_1)_X$ is characteristic in $N_1$ by Part (i) of Lemma 3.3, with $N_1$ being normal in $G$, we deduce that $(N_1)_X$ is a normal $\overline{X}$-subgroup of $G$, so contained in the $\overline{X}$-radical of $G$; alternatively, to see this, one may observe that $(N_1)_X$ is a subnormal $\overline{X}$-subgroup of $G$ by definition, and apply Part (iii) of Lemma 3.3. Also, since $G^X \cap N_1 \leq G$, a fortiori $G^X \cap N_1 \leq N_1$, and we have
\[ N_1/(N_1 \cap G^X) \cong N_1 G^X/G^X \leq G/G^X \in \overline{X}, \] so $N_1/(N_1 \cap G^X) \in \overline{X}$, as $\overline{X}$ is subgroup-closed and isomorphism-closed. It follows that $G^X \cap N_1 \geq (N_1)_X^X$.

Applying the induction hypothesis to the group $N_1 < G$, we now find that
\[ |G^X \cap N_1| \geq |(N_1)_X| > |N_1|^\gamma. \] (6.4)
Combining (6.3) and (6.4) yields
\[ |G^X| = \left| G^X \cap N_1 \right| \cdot \left( G^X : G^X \cap N_1 \right) > |N_1|^\gamma \cdot |G/N_1|^\gamma = |G|^\gamma, \] which is our claim for the group $G$. 
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**Case 2.** $N_1 = G$. Here, $G/N = N_1/N \in \mathcal{X}$, so, by Parts (i)-(ii) of Lemma 2.2,

$$(G/N)^\mathcal{X} = 1 = G^\mathcal{X}N/N,$$

implying that $G^\mathcal{X} \leq N$. Since $G^\mathcal{X} \leq G$ and $N$ is a minimal normal subgroup of $G$, the only possibilities are $G^\mathcal{X} = 1$ and $G^\mathcal{X} = N$. In the first case, we have $G \in \mathcal{X}$ and $G^\mathcal{X} = 1$, implying $G = 1$ by Part (ii) of Proposition 5.4, a contradiction. Hence, since $\mathfrak{A} \subseteq \mathcal{X}$ (by Lemma 6.3) and $G^\mathcal{X} = 1$, we have

$$G^\mathcal{X} = N = S^n = S \times \cdots \times S_{\text{n copies}},$$

where $n$ is a positive integer and $S$ is a non-abelian simple group (if $S$ were abelian, then we would have $N \in \mathcal{X}$, thus $1 < N \leq G^\mathcal{X}$, a contradiction). We also note that $S \not\in \mathcal{X}$, since otherwise (by Part (ix) of Proposition 5.4), $S \in \mathcal{X}$, and we have $S \leq N \leq G$, implying $1 < S \leq G^\mathcal{X}$ by Part (iii) of Lemma 3.3, again contradicting our hypothesis that $G^\mathcal{X} = 1$.

We claim that, in this second case, $N$ is the unique minimal normal subgroup of $G$. Indeed, suppose that $M \neq N$ is a second minimal normal subgroup of $G$. Then $N \cap M = 1$, so that $M$ embeds into $G/N$:

$$M \cong M/(N \cap M) \cong NM/N \leq G/N,$$

thus $M \in \mathcal{X}$, since $G/N \in \mathcal{X}$ and $\mathcal{X}$ is subgroup-closed. Since $M \neq 1$, it follows by Part (iv) of Proposition 5.4 and Part (i) of Lemma 3.3 that $M^\mathcal{X}$ is a non-trivial normal $\mathcal{X}$-subgroup of $G$, contradicting the fact that $G^\mathcal{X} = 1$.

The fact that $G$ has a unique minimal normal subgroup now implies that $C_G(N) = 1$. Indeed, since $N \leq G$, the centraliser $C_G(N)$ is normal in $G$; hence, if $C_G(N) \neq 1$, we would have $N \leq C_G(N)$, ensuring that $N$ is abelian. This, in turn would force $G^\mathcal{X}$ to be non-trivial, since $\mathfrak{A} \subseteq \mathcal{X}$, a contradiction. It follows that the map $G \to \text{Aut}(N)$ sending an element $g \in G$ to the restriction $\iota_g|_N$ of the inner automorphism $\iota_g$ of $G$, $\iota_g(x) = g^{-1}xg$, is an injective homomorphism, embedding $G$ in $\text{Aut}(N) \cong \text{Aut}(S) \wr S_n$, the wreath product being formed with respect to the natural action of $S_n$ on the standard $n$-set; cf., for instance, [Ros94, Lem. 9.24] for the assertion on the structure of $\text{Aut}(N)$. Consequently, $G/N \in \mathcal{X}$ is embedded in the group $\text{Out}(N) \cong \text{Out}(S) \wr S_n$. Let $H$ denote the image of $G/N$ in $S_n$ under the natural homomorphism $\text{Out}(S) \wr S_n \to S_n$. Since $\mathcal{X}$ is image-closed, $H$ is an $\mathcal{X}$-subgroup of $S_n$. Applying [DM96, Thm. 5.8A] along with our preliminary observations, we get $|H| \leq \beta^{n-1}$, where $\beta = \beta^\mathcal{X} > 1$ is $\mathcal{X}$-induced. Thus,

$$|G/N| \leq |\text{Out}(S)|^n \cdot |H| \leq |\text{Out}(S)|^n \cdot \beta^{n-1}.$$

As $G^\mathcal{X} = N$, and we want to show that $|N| > |G|^\gamma$, it suffices to prove that

$$|G/N| < |N|^{1 - \gamma} = |S|^{n(1 - \gamma)}.$$

For that, in turn, it is enough to establish that

$$(\beta^\mathcal{X}|\text{Out}(S)|)^{\frac{1}{n-1}} < |S|$$

holds for each positive integer $n$ and every finite non-abelian simple group $S \in \mathcal{X} \setminus \mathcal{X}$. Since the sequence $\frac{\alpha_n}{n}$ is strictly increasing and converges to unity as $n$ tends to infinity, it suffices to establish the bound

$$(\beta^\mathcal{X}|\text{Out}(S)|)^{\frac{1}{n-1}} \leq |S|,$$  \hspace{1cm} (6.5)

for all finite non-abelian simple groups $S \not\in \mathcal{X}$.  


Clearly, (6.5) is equivalent to
\[ \frac{\gamma}{1 - \gamma} \leq \frac{\log |S|}{\log(\beta|\text{Out}(S)|)} \]
being valid for all non-abelian finite simple groups \( S \notin \mathcal{X} \), thus we require that
\[ \gamma \leq \frac{\lambda}{1 + \lambda}, \]
where \( \lambda := \min \left\{ \frac{\log |S|}{\log(\beta|\text{Out}(S)|)} : S \in \mathcal{X} \right\} \).
This is valid, however, by the very definition of \( \gamma \). Our proof of (6.2) is thus complete. 

7. Optimality of the exponent in Theorem 6.7

Having proved inequality (6.2), it remains to establish sharpness, i.e., the fact that the exponent \( \gamma \) in (6.2) is chosen as large as possible to make the concluding inequality valid for all finite groups \( G \) with \( G \neq 1 \) and \( G_X = 1 \).

Let \( S_0 \in \mathcal{X} \setminus \mathcal{F} \) be such that
\[ \frac{\log |S_0|}{\log(\beta|\text{Out}(S_0)|)} = \lambda = \min \left\{ \frac{\log |S|}{\log(\beta|\text{Out}(S)|)} : S \in \mathcal{X} \right\}. \]
We have defined the \( \mathcal{F} \)-induced \( \beta \) to be
\[ \beta = \max \left\{ |G|^\frac{1}{\nu - 1} : \mathcal{F} \ni G \leq S_n, 2 \leq n \leq n_0 \right\}, \]
so let \( L \) be an \( \mathcal{F} \)-subgroup of some \( S_\nu \), \( 2 \leq \nu \leq n_0 \), for which the maximum in the definition of \( \beta \) is attained. Let \( r = r_n = \nu^n \), and define the sequence of groups \( L_1 := L \), \( L_r := L_{r_{n-1}} \cdot L \) for \( n \geq 2 \). An easy induction shows that \( L_r \in \mathcal{F} \) for all \( r = r_n \), since \( \mathcal{F} \) is \( D_0 \)-closed and \( E \)-closed. Moreover, \( |L_r| = |L|^\frac{1}{\nu - 1} \). Now, define the sequence of groups
\[ W_r := \mathbf{Aut}(S_0) \wr L_r. \]
It is not difficult to see that, for all \( r \), \( (W_r)_X = 1 \), and
\[ (W_r)^\mathcal{F} \cong S_0^r = S_0 \times \cdots \times S_0 \text{ \( r \) copies}. \]
We take a moment to justify these claims. Recall the content of Goursat’s lemma [Gou89], which provides a method for finding (normal) subgroups of direct products. An account (and some generalisations) of this useful result are given in [AC09]. Briefly, given subgroups \( Q \trianglelefteq R \leq G_1, S \trianglelefteq T \leq G_2 \) and an isomorphism \( f : R/Q \to T/S \),
\[ H = \{(a, b) \in R \times T : f(aQ) = bS\} \]
is a subgroup of \( G_1 \times G_2 \) and each subgroup of \( G_1 \times G_2 \) is of this form. A necessary and sufficient condition for \( H \) to be normal in \( G_1 \times G_2 \) is that both \( Q, R \) and \( S, T \) are normal in \( G_1, G_2 \) respectively, and that \( Q/R \leq \mathbb{Z}(G_1/R), T/S \leq \mathbb{Z}(G_2/S) \). An immediate consequence of Goursat’s lemma is that if \( G \) is semisimple, i.e., a direct product of non-abelian simple groups, then every (non-trivial) normal subgroup of \( G \) is again semisimple, a subproduct of the direct factors of \( G \), and thus the same holds true for every quotient of \( G \).
Now, the subgroup \( S_0^r \) is characteristic in the base group \( \text{Aut}(S_0)^r \), being its socle, and the base group is normal in \( W_r \), so \( S_0^r \) is normal in \( W_r \). On the other hand,
\[
W_r/S_0^r \cong \text{Out}(S_0) \triangleleft L_r,
\]
where \( \text{Out}(S_0) \) is soluble by Schreier’s Conjecture (now accepted as a Theorem, owing to CFSG). Since \( \text{Out}(S_0), L_r \in \mathfrak{X} \) for all \( r \), it follows by \( \varepsilon \)-closure and \( \delta_0 \)-closure of \( \mathfrak{X} \) that \( W_r/S_0^r \in \mathfrak{X} \). Thus \( (W_r)_{\mathfrak{X}} \) is a normal subgroup of \( W_r \), contained in \( S_0^r \). From the consequence to Goursat’s lemma, we deduce that \( S_0^r/(W_r)_{\mathfrak{X}} \) is either the trivial group, or isomorphic to the direct product of copies of \( S_0 \). We discount the latter possibility by noting that
\[
S_0^r/(W_r)_{\mathfrak{X}} < W_r/(W_r)_{\mathfrak{X}} \in \mathfrak{X},
\]
whilst \( S_0 \notin \mathfrak{X} \). This settles our claim that the \( \mathfrak{X} \)-residual of \( W_r \) is the socle of its base group.

It remains to justify the claim that the \( \mathfrak{X} \)-radical of \( W_r \) is trivial. For that it will suffice to establish that a non-trivial normal subgroup of \( W_r \) contains \( S_0 \) as a section. (Since \( S_0 \notin \mathfrak{X} \), it follows that \( S_0 \notin \mathfrak{X} \), while the \( \text{SQ} \)-closure of \( \mathfrak{X} \) forces sections of \( \mathfrak{X} \)-groups to be \( \mathfrak{X} \)-groups.)

Let \( K \) denote the base of \( W_r \), so that \( \text{Soc}(K) = S_0^r \). If \( 1 \neq N \triangleleft W_r \) and \( N \cap K > 1 \), then \( N \cap \text{Soc}(K) > 1 \), and thus \( N \cap \text{Soc}(K) \) is a normal subgroup of \( W_r \) and isomorphic to \( S_0^\rho \) for some \( \rho \leq r \), by our previous discussion. We may thus assume that \( N \cap K = 1 \). Next, we argue that we can also assume that \( N \) projects onto \( L_r \), the top group of \( W_r \), under the natural homomorphism \( W_r \to W_r/K \). For, results of Neumann (cf. \cite[Thm. 4.1]{Neu64} and the discussion preceding it) show that \( NK \) is again a wreath product “of the same type” as \( W_r \); and, of course, in that case \( N \) projects onto its image in \( NK \). Hence we can choose \( N \) minimal subject to \( N \cap \text{Soc}(K) = 1 \), \( N < W_r \cong L_r \) and \( S_0 \) not involved in \( N \), and derive a contradiction. Now, Neumann goes on to show that, under the hypotheses \( 1 \neq N \triangleleft W_r \) and \( NK = W_r \), \( N \) contains the normal subgroup \( M = [K, L_r] \) of \( K \); cf. \cite[Lem. 8.2]{Neu64} and \cite[Thm. 4.1]{Neu64}. We argue that \( M > 1 \). If \( M \) were to be trivial, then \( K \) would centralise \( L_r \), and thus \( L_r \) would be normal in \( W_r \), so \( W_r \) would directly decompose as \( W_r = K \times L_r \), against the requirements of \cite[Thm. 6.1]{Neu64} (\( K \) would need to be central in \( W_r \), which in turn would force \( S_0 \) to be abelian.) This establishes what we want, since we have assumed that \( N \cap K = 1 \).

Further, if \( \gamma_r \) is such that \( (W_r)_{\mathfrak{X}} = |W_r|^{\gamma_r} \), then
\[
\gamma_r = \frac{\log(|S_0|^r)}{\log(|\text{Aut}(S_0)|^r \cdot |L|^{|r-1|})} = \frac{\log|S_0|}{\log(|\text{Aut}(S_0)| \cdot |L|^{|r-1|})}.\]
Since
\[
\lim_{r \to \infty} |L|^{|r-1|} = |L|^{|1|} = \beta,
\]
we get \( \lim_{r \to \infty} \gamma_r = \gamma \) which establishes optimality of \( \gamma \) and sharpness of the inequality in our main result.

8. Some applications

Having established our main result, we easily deduce the original Theorem 1.1 by taking \( \mathfrak{X} \) to be the class of all finite nilpotent groups. If \( \mathfrak{X} = \mathfrak{N} \), then clearly \( \mathfrak{X} = \mathfrak{S} \) (every soluble
group has a nilpotent subnormal series). Further, the least positive integer \( m \) for which \( A_m \notin \bar{X} \) is \( m = 5 \), while \( n_0 = m = 5 \) follows from [DM96, Thm. 5.8B]. Thus

\[
\beta_S = ((5 - 1)!)^{1/5} = 24^{1/5},
\]

and \( \gamma_S = \frac{\lambda_S}{1 + \lambda_S} \), where

\[
\lambda_S = \min \left\{ \frac{\log |S|}{\log (24^{1/5} |\text{Out}(S)|)} : S \in \mathfrak{J}^* \right\}.
\]

At this point we are met with a certain difficulty, which is to find the actual value of \( \lambda_S \). Below, we offer a short proof that the minimum is attained precisely for \( S = A_5 \) and therefore

\[
\lambda_S = \frac{\log 60}{\log \left( 2 \cdot 24^{1/5} \right)} \approx 2.33629,
\]

which in turn yields

\[
\gamma_S = \frac{\log 60}{\log \left( 120 \cdot 24^{1/5} \right)} \approx 0.700265861,
\]

in agreement with the findings in [DHKL07].

By [Koh], we have \( |\text{Out}(S)| < \log_2 |S| \) for all \( S \in \mathfrak{J}^* \), and thus it suffices to prove that

\[
\frac{\log |S|}{\log \left( 24^{1/5} \cdot \log_2 |S| \right)} > 2.34 \tag{8.1}
\]

for all \( S \in \mathfrak{J}^* \setminus \{A_5\} \). It is easy to check that (8.1) is valid for all \( |S| \geq 3961 \). There are 8 non-abelian simple groups of order \( \in (60,3960] \), and of those, all but \( A_6 \) have outer automorphism groups of order 2, as does \( A_5 \); cf. [CCN+85, p. 239]. Thus the only rival simple group is \( A_6 \), and we check directly that

\[
2.33629 \approx \frac{\log 60}{\log \left( 2 \cdot 24^{1/5} \right)} < \frac{\log |A_6|}{\log \left( |\text{Out}(A_6)| \cdot 24^{1/5} \right)} = \frac{\log 360}{\log \left( 4 \cdot 24^{1/5} \right)} \approx 2.40677,
\]

which proves our assertion.

This raises the question if our Theorem 6.7 is simply a restatement of Theorem 1.1 using the more abstract language and theory of classes of groups. It is not so. Recall the seminal work of Thompson [Tho68] which classifies (among other things) the minimal simple groups, i.e., the (finite) non-abelian simple groups all of whose proper subgroups are soluble. These are:

- \( \text{PSL}_2(2^p) \), \( p \) a prime;
- \( \text{PSL}_2(3^p) \), \( p \) an odd prime;
- \( \text{PSL}_2(p) \), \( p > 3 \) a prime congruent to 2 or 3 \( \text{mod} \ 5 \);
- \( \text{Sz}(2^p) \), \( p \) an odd prime;
- \( \text{PSL}_3(3) \).
Now, let $J$ be any minimal simple group in the list above. We let $\mathcal{X} := D_0(J) \times G$ be the class of groups $G$ of the form

$$G = J_1 \times \cdots \times J_n \times H$$

for $n \in \mathbb{N}$ with $J_i \cong J$, $i = 1, \ldots, n$ and $H \in G$. Then $\mathcal{X}$ is a subgroup-closed Fitting formation of full characteristic; for a proof see Example 1.6 in [DH92, Chap. XI]. Further, $\mathcal{F}$ is the class of groups having every non-cyclic composition factor isomorphic to $J$, and it is clear that $G \subset \mathcal{F} \subset G$.

In fact, if $\mathcal{F}$ is a subgroup-closed Fitting formation such that $G \subset \mathcal{F} \subset G$, then $\mathcal{F}$ contains a subgroup-closed Fitting formation of the type described above. Since $G \subset \mathcal{F}$, it follows that $\mathcal{F}$, thus also $\mathcal{F}$, contains non-abelian finite simple groups. Let $J \in \mathcal{F} \cap \mathcal{F}^*$ have least possible order. Then $D_0(J)$ is the class generated by $J$ and is a Fitting formation; cf. Example 2.13 in [DH92, Chap. II]. The minimal choice of $J$ and the fact that $\mathcal{F}$ is a subgroup-closed Fitting formation (so that sections of $\mathcal{F}$-groups are again $\mathcal{F}$-groups) together imply that $J$ is minimal simple. Now, $\mathcal{F} \subset \mathcal{F}$ by Lemma 6.3, thus $G \subset \mathcal{F}$, and so $D_0(J) \times G \subseteq \mathcal{F}$. That $D_0(J) \times G$ is a subgroup-closed Fitting formation follows from our previous discussion.

Next, we want to discuss the computation of the optimal constants $m_0(\mathcal{X})$, $n_0(\mathcal{X})$, $\beta_\mathcal{X}$, and $\gamma_\mathcal{X}$ in the case where $\mathcal{X} = D_0(A_5) \times G$. This will lead to an optimal inequality of the same type as in Theorem 1.1. Consider $A_5 \cong \text{PSL}_2(2^3)$, which fits into Thompson’s list of minimal simple groups and take $\mathcal{X} = D_0(A_5) \times G$, so that $\mathcal{X}$ is the class of groups having every non-abelian composition factor isomorphic to $A_5$. According to our previous discussion, both $\mathcal{X}$ and $\mathcal{X}$ are s-closed Fitting formations of full characteristic. Clearly, the smallest $m$ such that $A_m \not\in \mathcal{X}$ is $m_0 = 6$, so that $c_0 = 120^\frac{1}{2} \approx 3.30975$. According to Lemma 6.4 we have $6 \leq n_0 \leq 13$, and we wish to pin down the exact value of $n_0$. In fact, we claim that $n_0 = 6$, and to prove that it will suffice to establish that there exist no primitive $\mathcal{X}$-groups of degree $n$, such that $7 \leq n \leq 12$ with

$$|G| > c_0^{n-1} = 120^{\frac{n-1}{4}}.$$

A list of primitive groups of small degree is readily available, e.g. [CD07, Table 9.62], and the number of groups that require checking is small enough that the task can be carried out by hand. Alternatively, a computer algebra system can be employed. Therefore,

$$\beta_\mathcal{X} = c = \max \left\{ |G|^{1/4} : \mathcal{X} \supseteq G \leq S_n, 2 \leq n \leq 6 \right\}.$$

It’s easy to check that the maximum is attained for $S_5 \in \mathcal{X}$, so that $\beta_\mathcal{X} = 120^{\frac{1}{4}}$. The next step is to find the value of $\gamma_\mathcal{X}$. For that we shall need to estimate the constant

$$\lambda_\mathcal{X} = \min \left\{ \frac{\log |S|}{\log (120^{\frac{1}{4}} |\text{Out}(S)|)} : S \in \mathcal{F} \setminus \{A_5\} \right\}.$$

We stipulate that the non-abelian simple group for which the minimum value $\lambda_\mathcal{X}$ is realised is $A_6$, and we shall need to make use of Kohl’s inequality [Koh] again in order to prove that, i.e., that $|\text{Out}(S)| < \log_2 |S|$ for all $S \in \mathcal{F}$. Note here that $|A_6| = 360$, while $|\text{Out}(A_6)| = 4$, so that in essence we are claiming that

$$\lambda_\mathcal{X} = \frac{\log 360}{\log (4 * 120^{\frac{1}{4}})} \approx 2.27864.$$
Thus it suffices to prove that
\[
\frac{\log |S|}{\log \left(120^\frac{1}{2} \cdot \log_2 |S|\right)} > 2.28
\] (8.2)
for all \( S \in \mathfrak{J} \setminus \{A_5, A_6\} \). It is easy to check that (8.2) is valid for all \( |S| \geq 4529 \). There are 8 non-abelian simple groups of order \( \in (168, 4529] \), excluding \( A_6 \), and we check directly that each of those groups yields a numerical value for \( \lambda \) that is strictly bigger than that produced by \( A_6 \).

We conclude that
\[
\gamma_X = \frac{\lambda_X}{1 + \lambda_X} = \frac{\log 360}{\log (1440 \cdot 120^\frac{1}{2})} \approx 0.694995
\]
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